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Abstract: Capacity Rights and Full Cost Transfer Pricing
1 Introduction

The transfer of intermediate products and services across divisions of a firm is frequently valued at full cost. Surveys and textbooks consistently reported that, aside from a market-based approach, cost-based transfer pricing is the most prevalent method for both internal managerial and tax reporting purposes.\(^1\) One advantage of full cost transfer pricing is that such a valuation approach is consistent with a profit center organization that holds the individual divisions accountable for their own profits.

Numerous case studies and managerial accounting textbooks have pointed out that one drawback of full cost transfer pricing is that it may lead to sub-optimal resource allocations. Double marginalization is one commonly articulated concern. Accordingly, the buying division will internalize too high a charge for the product in question because the measure of full cost includes fixed cost components that are usually considered exogenous and sunk.\(^2\) In the HBS case study “Polysar Limited” (Simons, 2000), the main issue with full cost transfer pricing is that the buying division tends to reserve too much production capacity because it faces uncertain demand for its own product, yet the full cost charges are only applied to capacity that is actually utilized.

The objective of this paper is to delineate environments in which full cost transfer pricing “works”, that is, it is part of an effective divisional performance measurement system. In the setting of our model, managers decide on both the initial acquisition of productive capacity and its utilization in subsequent periods, once operational uncertainty has been resolved.\(^3\) For simplicity, our model considers two divisions that are each selling a product in separate markets. Due to technical expertise, the upstream

\(^2\)For instance, the issue of double marginalization features prominently in Balderius et al. (1997), Datar and Rajan (2014) and Zimmerman (2016).
\(^3\)In effect, the acquisition of capacity creates a real option that may subsequently be put to efficient use.
division installs and maintains all productive capacity. It also produces the output sold by the downstream division. For performance evaluation purposes, the upstream division is therefore viewed as an investment center, while the downstream division, having no operating assets, is merely a profit center. The periodic transfer payments from the upstream to the downstream division depend on the initial capacity choices and the current production levels. We refer to a transfer pricing rule as a full cost rule if the present value of all transfer payments is equal to the present value of all cash outflows associated with the capacity assigned to the downstream division and all subsequent output services rendered to that division. That balancing constraint must not necessarily hold as an identity but only on the equilibrium path.

Our criterion for incentive compatibility follows earlier work on goal congruent performance measures such as Rogerson (1997), Dutta and Reichelstein (2002), Balde- nius et al.(2007) and Nezlobin et al.(2015). Accordingly the divisional performance measures must in any specific time period be congruent with the objective of maximizing firm value. Put differently, regardless of the weight that a manager attaches to his/her divisional performance measures in any given period, it must provide an incentive to choose the upfront capacity level efficiently and to maximize the attainable contribution margin in subsequent periods.

We distinguish the two alternative scenarios of dedicated and fungible capacity, depending on whether the divisions’ products can share the same capacity assets. In the dedicated capacity setting, each division is given unilateral capacity rights. As a consequence, there is no strategic interaction between the divisions and the upstream division merely becomes a service provider for the downstream division. Under certain conditions, the naive full cost transfer pricing rule, as featured for instance in the Polysar case, can be modified to obtain a goal congruent solution. Essential to this finding is that the buying division now also faces excess capacity.

\[^{4}\text{In particular, a two-part pricing rule that charges in a lump sum fashion for capacity in each period in addition to variable charges, based on actual production volumes, will be considered a full-cost transfer price.}\]
charges.\textsuperscript{5} While such excess capacity charges will not be imposed in equilibrium, the potential threat is sufficient to correct for the bias inherent in naive full cost transfer pricing.

In the dedicated capacity scenario, we identify a class of production and information environments where a suitable variant of full cost transfer pricing induces efficient outcomes. We find the preferred transfer pricing rule varies depending on whether the value of capacity is expected to change over time and whether, given an efficient capacity choice in the first place, there is a significant probability that capacity will remain partly idle.\textsuperscript{6} Common to these pricing rules is that the fixed cost charges for capacity must be equal to what earlier literature has referred to as the “user cost of capital” or the “marginal cost of capacity.” \textsuperscript{7}

When the two products in question can share the same capacity installation, it suggests itself to allow the divisions to negotiate ex-post an efficient utilization of the available capacity. Such an arrangement still leaves the issue of coordinating the initial capacity acquisition. If that decision were to be delegated to the upstream division, in its role as an investment center, the resulting outcome would generally entail underinvestment. The reason is that the upstream division would anticipate not earning the full expected return on its investment because gains from the optimized total contribution margin would be shared in the negotiation between the two divisions, while the initial acquisition cost would be considered sunk.\textsuperscript{8} Our findings

\textsuperscript{5}Our solution here is consistent with prescriptions in the managerial accounting literature on how to allocate the overhead costs associated with excess capacity, e.g., Kaplan (2006) and Martinez-Jerez (2007).

\textsuperscript{6}We refer to this condition as the “limited volatility condition.” It plays a central role in Reichelstein and Rohlfing-Bastian (2015) in characterizing the relevant cost to be imputed for capacity expansion decisions.

\textsuperscript{7}In contrast to our framework here, the derivation of the user cost of capital has been derived in models with overlapping investments in an infinite horizon setting, e.g., Arrow (1964), Rogerson (2008), Rajan and Reichelstein (2009) and Reichelstein and Sahoo (2017).

\textsuperscript{8}Even though investments are verifiable in our model, the hold-up problem that arises when only the upstream division makes capacity investments is essentially the same as in earlier incomplete contracting literature. One branch of that literature has explored how transfer pricing can alleviate hold-up problems when investments are “soft” (unverifiable): see, for example, Baldenius et al.(1999), Edlin and Reichelstein (1996), Sahay (2000) and Pfeiffer et al. (2009).
show that under certain conditions the coordination problem associated with the initial capacity choice can be resolved by giving both divisions the unilateral right to reserve capacity and charging the downstream division for its reservation through full cost transfer prices.

An alternative, and more robust, coordination mechanism is obtained in the fungible capacity scenario if the downstream division must obtain approval for any capacity it wants to reserve for its own use. The upstream division then becomes essentially a “gatekeeper” that will agree to let the downstream division reserve capacity for itself in exchange for a steam of lump-sum payments determined through initial negotiation. The upstream division will then have an incentive to invest in additional capacity on its own up to the efficient level. The resulting mechanism can be viewed as a hybrid cost-based/negotiated transfer pricing rule such that the gatekeeper is charged the full cost of the total capacity acquired and total output produced.

This paper is most closely related to three earlier studies. Dutta and Reichelstein (2010) also examine full cost transfer pricing in a model where capacity choices are endogenous. An crucial restriction of their framework, though, is that the firm does not incur any variable operating costs. As a consequence, capacity will always be fully utilized regardless of the investment levels. The issue of potential excess capacity arises in the more recent studies of Reichelstein and Rohlfing-Bastian (2015) and Baldenius, Nezlobin and Vaysman (2016). However, incentive issues are absent in the work of Reichelstein and Rohlfing-Bastian (2015) examining capacity decisions entirely from a planning perspective. Baldenius et al. (2016) study managerial performance evaluation for a single manager in a setting where capacity may remain idle in unfavorable states of the world.

The remainder of the paper proceeds as follows. The basic model is described in Section 2. Section 3 examines a setting in which the divisions’ products require different production facilities and therefore capacity is dedicated. Propositions 1 - 4 delineate environments in which full cost transfer pricing can induce the divisions to choose initial capacity levels and subsequent production levels that are efficient from
the overall firm perspective. Section 4 considers the alternative arrangement in which capacity is fungible and can be traded across divisions. Propositions 5 and 6 demonstrate the need for allowing the downstream division to secure capacity rights for itself initially, even if the entire available capacity can be reallocated through subsequent negotiations in subsequent periods. We conclude in Section 5.

2 Model Description

Consider a vertically integrated firm comprised of two divisions and a central office. Both divisions sell a marketable product (possibly a service) in separate and unrelated markets. In order for either division to deliver its product in subsequent periods, the firm needs to make upfront capacity investments. Because of technical expertise, only the upstream division (Division 1) is in a position to install and maintain the productive capacity for both divisions. That division is also assumed to carry out the production of both products and therefore incurs all periodic production costs. Our analysis considers an organizational structure which views the upstream division as an investment center whose balance sheet reflects the historical cost of the initial capacity investments. In that sense, the upstream division acquires economic “ownership” of the capacity related assets.

Capacity could be measured either in hours or the amount of output produced. New capacity is acquired at time $t = 0$. Our analysis considers the two distinct scenarios of dedicated and fungible capacity. In the former scenario, the two products are sufficiently different so as to require separate production facilities. With fungible capacity, in contrast, both products can share the same capacity infrastructure. The upfront cash expenditure for one unit of capacity for Division $i$ is $v_i$ in the dedicated capacity setting. If division $i$ acquires $k_i$ units of capacity, it has the option to produce up to $k_i$ units of output in each of the next $T$ periods. In case of fungible capacity,

---

9It is readily verified that our findings would be unchanged if the upstream division were to transfer an intermediate product which is then completed and turned into a final marketable product by the downstream division.

10We thus assume that physical capacity does not diminish over time, but instead follows the
the unit cost of acquiring capacity is $v$, allowing either division to produce one unit of its product in any of the next $T$ periods.

The actual production levels for Division $i$ in period $t$ are denoted by $q_{it}$. Aside from requisite capacity resources, the delivery of one unit of output for Division $i$ requires a unit variable cost of $w_{it}$ in period $t$. These unit variable costs are anticipated upfront by the divisional managers with certainty, though they may become known and verifiable to the firm’s accounting system only when incurred in a particular period. The corresponding contribution margins are given by:

$$CM_{it}(q_{it}, \epsilon_{it}) = x_{it} \cdot R_i(q_{it}, \epsilon_{it}) - w_{it} \cdot q_{it}.$$  

The first term above, $x_{it} \cdot R_i(q_{it}, \epsilon_{it})$, denotes division $i$’s revenues in period $t$ with $x_{it} \geq 0$ representing intertemporal parameters that allow for the possibility of declining, or possibly growing, revenues over time.

In addition to varying with the production quantities $q_{it}$, the periodic revenues are also subject to (one-dimensional) transitory shocks $\epsilon_{it}$. These random shocks are realized at the beginning of period $t$ before the divisions choose their output levels for the current period, and prior to any capacity trades in the fungible capacity setting. The $\epsilon_{it}$ are realized according to density functions $f_i(\cdot)$ with support on the interval $[\epsilon_i, \bar{\epsilon}_i]$. Unless stated otherwise, the transitory shocks $\{\epsilon_{it}\}$ are independently distributed across time; i.e., $Cov(\epsilon_{it}, \epsilon_{i\tau}) = 0$ for each $t \neq \tau$, though in any given period these shocks may be correlated across the two divisions; i.e., it is possible to have $Cov(\epsilon_{1t}, \epsilon_{2t})$ to be non-zero.

The exact shape of the revenue revenue functions, $R_i(q_{it}, \epsilon_{it})$, is private information of the divisional managers. These revenue functions are assumed to be increasing and concave in $q_{it}$ for each $i$ and each $t$. At the same time, the marginal revenue functions:

$$R'_i(q, \epsilon_{it}) \equiv \frac{\partial R_i(q, \epsilon_{it})}{\partial q}$$

are assumed to be increasing in $\epsilon_{it}$.

"one-hoss shay" pattern, commonly used in the capital accumulation and regulation literature. See, for example, Rogerson (2008) or Nezlobin, Rajan and Reichelstein (2012).
In any given period, the actual production quantity for a division may differ from its initial capacity rights for two reasons. First, for an unfavorable realization of the revenue shock $\epsilon_{it}$, a division may decide not to exhaust the entire available capacity because otherwise marginal revenues would not cover the incremental cost $w_{it}$. Second, in the case of fungible capacity, a division may want to yield some of its capacity rights to the other division if that division has a higher contribution margin.

Our model is in the tradition of the earlier goal congruence literature which does not explicitly address issues of moral hazard and managerial compensation. Instead the focus is on the choice of \textit{goal congruent} performance measures for the divisions. Following this literature, we assume that each divisional manager is evaluated according to a performance measures $\pi_{it}$ in each of the $T$ time periods. The downstream division, which has only operational responsibilities for procuring and selling output, is treated as a profit center whose performance measure is measured by operating profit. In contrast, the upstream division also has control over capacity assets. Hence, it is viewed as an investment center with \textit{residual income} as its performance measure.\textsuperscript{11} The remaining design variables of the internal managerial accounting system then consist of divisional capacity rights, depreciation schedules, and the transfer pricing rule.

Figure 1 illustrates the structure of the multi-divisional firm and its two constituent responsibility centers.

\textsuperscript{11}Earlier literature, including Reichelstein (1997), Dutta and Reichelstein (2002) and Baldenius et al. (2007), has argued that among a particular class of accounting based metrics only residual income can achieve the requisite goal congruence requirements.
The downstream division’s performance measure (i.e., its operating income) in period $t$ is given by

$$\pi_{2t} = Inc_{2t} = x_{2t} \cdot R(q_{2t}, \epsilon_{2t}) - TP_t(k_2, q_{2t}),$$

where $TP_t(k_2, q_{2t})$ denotes the transfer payment to the upstream division in period $t$ for securing $k_2$ units of capacity and obtaining $q_{2t}$ units of output in period $t$. The residual income measure for the upstream division is represented as:

$$\pi_{1t} = Inc_{1t} - r \cdot BV_{t-1},$$

(1)

where $BV_t$ denotes book value of capacity assets at the end of period $t$, and $r$ denotes the firm’s cost of capital. The corresponding discount factor is denoted by $\gamma \equiv (1 + r)^{-1}$. The residual income measure in (1) depends on two accruals: the transfer
price received from the downstream division and the current depreciation charges corresponding to the initial capacity investments. Specifically,

\[ Inc_{1t} = x_{1t} \cdot R_{1}(q_{1}, \epsilon_{1t}) - w_{1t} \cdot q_{1t} - w_{2t} \cdot q_{2t} - D_{t} + TP_{t}(k_{2}, q_{2t}), \]

where \( D_{t} \) is the total depreciation expense in period \( t \). Let \( d_{it} \) represent the depreciation charge in period \( t \) per dollar of initial capacity investment undertaken for Division \( i \). Thus:

\[ D_{t} = d_{1t} \cdot v_{1} \cdot k_{1} + d_{2t} \cdot v_{2} \cdot k_{2}. \]

The depreciation schedules satisfy the usual tidiness requirement that \( \sum_{t=1}^{T} d_{it} = 1 \); i.e, the depreciation charges sum up to an asset’s historical acquisition cost over its useful life. Book values evolve according to the simple iterative dynamic: \( BV_{t} = BV_{t-1} - D_{t} \), with \( BV_{0} = v_{1} \cdot k_{1} + v_{2} \cdot k_{2} \) and \( BV_{T} = 0 \).

Under the residual income measure, the overall capital charge imposed on the upstream division is the sum of depreciation charges plus imputed interest charges. Given the depreciation schedules \( \{d_{it}\}_{t=1}^{T} \), the overall capital charge becomes:

\[ D_{t} + r \cdot BV_{t-1} = z_{1t} \cdot v_{1} \cdot k_{1} + z_{2t} \cdot v_{2} \cdot k_{2}, \quad (2) \]

where \( z_{it} \equiv d_{it} + r \cdot (1 - \sum_{t=1}^{T-1} d_{it}) \). It is well known from the general properties of the residual income metric that regardless of the depreciation schedule, the present value of the \( z_{it} \) is equal to one; that is, \( \sum_{t=1}^{T} z_{it} \cdot \gamma^{t} = 1 \) (Hotelling, 1925).

The manager of Division \( i \) is assumed to attach non-negative weights \( \{u_{it}\}_{t=1}^{T} \) to her performance measure in different time periods. The weights \( u_{i} = (u_{i1}, ..., u_{iT}) \) reflect both the manager’s discount factor as well as the bonus coefficients attached to the periodic performance measures. Manager \( i \)'s objective function can thus be written as \( \sum_{t=1}^{T} u_{it} \cdot E[\pi_{it}] \). A performance measure is said to be goal congruent if it induces equilibrium decisions that maximize the present value of firm-wide cash flows. Consistent with the earlier goal congruence literature, we impose the criterion
of strong goal congruence, which requires that managers have incentives to make efficient production and investment decisions for any combination of the coefficients $u_{it} \geq 0$. Strong goal congruence requires that desirable managerial incentives must hold not only over the entire planning horizon, but also on a period-by-period basis. That is, each manager must have incentives to make efficient production and capacity decisions even if that manager were only focused on maximizing her performance measure $\pi_{i}\tau$ in any given single period $\tau$.

The criterion of strong goal congruence may be combined with alternative notions of a non-cooperative equilibrium between the two divisions, e.g., dominant strategies or Nash equilibrium. An additional property that we highlight in some of our subsequent results is the notion of autonomous performance measures. We refer to a performance measurement system as autonomous if it has the property that each manager’s performance measure is unaffected by the decisions made by the other manager. Clearly, this criterion of autonomy implies that the divisions must have a dominant strategy.

3 Dedicated Capacity

When capacity cannot be traded periodically across the two divisions because the products in question require different capacity infrastructures, there is effectively no intra-firm coordination problem. The analysis of this section focuses on identifying the depreciation schedules and transfer pricing rules that provide incentives for the divisional managers to choose efficient levels of capacity upfront and make optimal production decisions in subsequent periods. The following time-line illustrates the sequence of events at the initial investment date and in a generic period $t$. 
If a central planner had full information regarding future revenues, the optimal investment decisions \((k_1, k_2)\) would be chosen so as to maximize the net present value of the firm’s expected future cash flows

\[
\Gamma(k_1, k_2) = \Gamma_1(k_1) + \Gamma_2(k_2),
\]

where

\[
\Gamma_t(k_i) = \sum_{t=1}^{T} E_{\epsilon_t} [CM_{it}(k_i|x_{it}, w_{it}, \epsilon_{it})] \cdot \gamma_t - v_i \cdot k_i,
\]

and \(CM_{it}(\cdot)\) denotes the maximized value of the expected future contribution margin in period \(t\):

\[
CM_{it}(k_i|x_{it}, w_{it}, \epsilon_{it}) \equiv x_{it} \cdot R_i(q^o_{it}(k_i, \cdot), \epsilon_{it}) - w_{it} \cdot q^o_{it}(k_i, \cdot),
\]

with

\[
q^o_{it}(k_i, \cdot) = \text{argmax}_{q_{it} \leq k_i} \{x_{it} \cdot R_i(q_{it}, \epsilon_{it}) - w_{it} \cdot q_{it}\}.
\]

The notation \(q^o_{it}(k_i, \cdot)\) above is short-hand for the sequentially optimal quantity \(q^o_{it}(k_i, \epsilon_{it}, x_{it}, w_{it})\) that maximizes the divisional contribution margin in period \(t\), given the initial capacity choice, current revenues and variable costs and the realization of the current shock \(\epsilon_{it}\). To avoid laborious checking of boundary cases, we assume throughout our analysis that the marginal revenue at zero always exceeds the unit variable cost of production. Formally,

\[
R'_i(0, \epsilon_{it}) - w_i > 0
\]
for all realizations of \( \epsilon_{it} \).

### 3.1 Stationary Environments

One significant simplification for the resource allocation problem we study obtains if firms anticipate that the economic fundamentals are, at least in expectation, identical over the next \( T \) periods. Formally, an environment is said to be stationary if \( x_{it} = 1 \), \( w_{it} = w_i \) and the \( \{ \epsilon_{it} \} \) are i.i.d. for each \( i \). For the setting of stationary environments, we drop subscript \( t \) from \( CM_{it}(\cdot) \) and \( q_{it}^o(\cdot) \). The result below characterizes the efficient capacity levels, \( k_i^o \), for this setting.

**Lemma 1** Suppose capacity is dedicated and the divisional environments are stationary. If the optimal capacity level, \( k_i^o \), is greater than zero, it is given by the unique solution to the equation:

\[
E_{\epsilon_i} \left[ R_i'(q_i^o(k_i^o, w_i, \tilde{\epsilon}_{it}), \tilde{\epsilon}_{it}) \right] = c_i + w_i, \tag{5}
\]

where

\[
c_i = \frac{v_i}{\sum_{t=1}^T \gamma^t}. \tag{6}
\]

**Proof:** All proofs are in the Appendix.

Reichelstein and Rohlfing-Bastian (2015) refer to \( c_i \) as the unit cost of capacity. It takes the initial acquisition expenditure for one unit of capacity and “levelizes” this expenditure by dividing it through the annuity factor of $1 paid over \( T \) periods; i.e., \( \sum_{t=1}^T \gamma^t \). It is readily verified that \( c_i \) is the price that a hypothetical supplier would charge for renting out capacity for one period of time if the rental business were constrained to break even. Lemma 1 says that the optimal capacity level, \( k_i^o \), is such that the expected marginal revenue at the sequentially optimal production levels, \( q_i^o(k_i^o, \cdot) \), is equal to the sum of the unit cost of capacity \( c \) and the variable
cost \( w_i \). We shall subsequently refer to this sum, \( c_i + w_i \), as the full cost per unit of output.\(^\text{12}\)

It is readily verified that a necessary and sufficient condition for \( k^o_i \) to be positive is:

\[
E_{\tilde{\epsilon}_i} [R'_i(0, \tilde{\epsilon}_i)] > c_i + w_i.
\]

(7)

For future reference, we also note that the result in Lemma 1 can be restated as follows: the optimal capacity level, \( k^o_i > 0 \) is such that the marginal expected contribution margin in all subsequent periods must be equal to the unit cost of capacity \( c_i \):

\[
E_{\tilde{\epsilon}_i} \left[ CM'_i(k^o_i, |w_i, \tilde{\epsilon}_i|) \right] = c_i,
\]

where \( CM'_i(k^o_i, w_i, \tilde{\epsilon}_i) \equiv R'_i(q^o_i(k^o_i, \cdot), \tilde{\epsilon}_i) - w_i.\)

In the context of our model, one representation of full cost transfer pricing is that the downstream division is charged in the following manner for intra-company transfers:

1. Division 2 has the unilateral right to reserve capacity at the initial date.

2. Division 2 can choose the quantity, \( q^o_2 \), to be transferred in each period subject to the initial capacity limit.

3. In period \( t \), Division 2 is charged the full cost of output delivered, that is:

\[
TP_t(k_2, q^o_2) = (w_2 + c_2) \cdot q^o_2.
\]

This variant of full cost transfer pricing is exactly the one featured in the Harvard case study “Polysar” (Simons, 2000). The downstream division is effectively charged

\(^{12}\)As observed in Reichelstein and Rohlfing-Bastian (2015), \( c_i + w_i \) will generally exceed the traditional measure of full cost as conceptualized in managerial accounting. The reason is that the latter measure does not include the imputed interest charges for capital. For instance, if the depreciation charges are uniform, the traditional measure of full cost is given by \( \frac{v_i}{\gamma_i} + w_i \), which is clearly less than \( \sum_{t=1}^\infty \gamma_i^t + w_i \equiv c_i + w_i.\)
for the reserved capacity only if it actually utilizes that capacity. The upshot of that case study is that the buying division has an incentive to reserve too much capacity upfront, since such a strategy preserves the buying division’s option to meet market demand if it turns out to be strong. On the other hand, the buying division incurs no penalty for idling capacity if the ex-post market conditions turn out to be unfavorable.

In contrast to the conclusion from the Polysar case study, Dutta and Reichelstein (2010) show that the above form of full cost transfer pricing generates efficient capacity investment incentives and achieve goal congruence in the dedicated capacity setting. We note, however, that their result critically relies on their assumption of no variable production costs (i.e., $w_2 = 0$), and hence the issue of capacity underutilization never arises in their setting. In the analysis of Dutta and Reichelstein (2010), divisions are thus effectively charged for the amount of capacity they reserve and this choice ex-post always coincides with the actual production levels.

Another issue with the variant of cost-based transfer pricing described above is that unless $q_{2t} = k_2$ in each period, the discounted value of the transfer pricing charges is not equal to the total discounted cost comprising capacity investment and subsequent operating costs. While this is arguably not a major issue for an internal accounting rule, it is nonetheless a desirable balancing constraint. Accordingly, we introduce the following criterion:

**Definition** A transfer pricing rule is said to be a full cost pricing rule if, in equilibrium:

$$\sum_{t=1}^{T} TP_t(k_2, q_{2t}) \cdot \gamma^t = v_2 \cdot k_2 + \sum_{t=1}^{T} w_{2t} \cdot q_{2t} \cdot \gamma^t$$

The qualifier “in equilibrium” in the preceding definition refers to the notion that the transfer payments needs to be balanced only for the equilibrium investment and operating decisions. The specific notion of equilibrium will vary with the particular setting considered, specifically whether capacity is dedicated or fungible.

To deter divisional managers from reserving “excessive” amounts of capacity, one possibility is to impose *excess capacity* charges. In addition to the full cost of units
delivered, the buying decision will then be charged in proportion to the amount of capacity not utilized at some rate \( \mu \). A full cost transfer pricing rule subject to the excess capacity charges will entail the following transfer payments:

\[
TP_t(k_2, q_{2t}) = (w_2 + c_2) \cdot q_{2t} + \mu \cdot (k_2 - q_{2t}).
\]

(8)

In any given period, the available capacity will generally be fully utilized in good states of the world with high marginal revenues (high realizations of \( \epsilon_{it} \)). On the other hand, capacity may be left idle under unfavorable market conditions (low realizations of \( \epsilon_{it} \)). To state our first formal result, we introduce a notion of limited volatility in the revenue shocks \( \epsilon_{it} \) such that capacity will be fully utilized on the equilibrium path. Following Reichelstein and Rohlfing-Bastian (2015), we say that the limited volatility condition holds if \( q^o(k^o_i, \cdot) = k^o_i \) for all realizations of \( \epsilon_{it} \) where \( k^o_i \) again denotes the efficient capacity level. We note that the limited volatility condition will be met if and only if, the inequality:

\[
R'_i(k^o_i, \epsilon_{it}) - w_i \geq 0
\]

holds for all realizations of \( \epsilon_{it} \). Intuitively, the available capacity will always be exhausted in environments with relatively low volatility in terms of the range and impact of the \( \bar{\epsilon}_{it} \), or alternatively, if the unit variable cost, \( w_i \), is small relative to the full cost, \( w_i + c_i \). The limited volatility condition is thus a joint condition on the range of ex-post uncertainty and the relative magnitude of the unit variable cost relative to the full cost.\(^{13}\)

**Proposition 1**  
Suppose capacity is dedicated, the environment is stationary, and the limited volatility condition holds. Full cost transfer pricing subject to excess capacity charges, as given in (8), then achieves strong goal congruence provided \( \mu \geq c_2 \) and capacity assets are depreciated according to the annuity rule.

\(^{13}\)The jointness of this condition is apparent in the setting of Reichelstein and Rohlfing-Bastian (2015) who impose the separability condition \( R_i(q_i, \epsilon_{it}) = \epsilon_{it} \cdot \hat{R}_i(q_i) \) with \( E(\bar{\epsilon}_{it}) = 1 \). It is readily verified that with multiplicative separability, the limited volatility conditions holds if and only if

\[
\bar{\epsilon}_{it} \geq \frac{w_i}{w_i + c_i}.
\]
Excess capacity charges restore the efficiency of full cost transfers for three reasons. First, the classic double marginalization problem does not arise as the downstream division will internalize an incremental production cost of $w_2 + c_2 - \mu < w_2$. Second, the buying division will not have a short-run incentive to overproduce because the limited volatility condition ensures that the division would have exhausted the efficient capacity level, $k_0^o$ for all realizations of $\epsilon_{it}$ if it had imputed an incremental cost of $w_i$ per unit of output. The downstream division will therefore also exhaust the available capacity in all states of the world if it imputes a marginal cost less than $w_2$. Finally, in making its initial capacity choice, the buying division will only internalize the actual unit cost of capacity, $c_2$, because, given the limited volatility condition, there will be no excess capacity charges in equilibrium. We note parenthetically that there would have been no need for excess excess capacity charges if either there is no periodic volatility in divisional revenues (the $\epsilon_{it}$ are always equal to their average values) or there are no incremental costs to producing output ($w_2 = 0$).

Full cost transfer pricing subject to suitably chosen excess capacity charges provides the divisional managers with dominant strategy choices with regard to both their initial capacity and subsequent production decisions. The annuity depreciation schedule ensures that the downstream division’s choices are merely pass-through from the perspective of the upstream division’s performance measure because, in equilibrium, the transfer payment from Division 2 is precisely equal to the sum of depreciation charges, imputed capital charges, and variable production costs incurred by Division 1. Therefore, the performance evaluation system satisfies our criterion of autonomy.

We note that for the above goal congruence result it is essential that the excess capacity charge, $\mu$, be at least as large as the unit cost of capacity $c_2$. Otherwise, the issues observed in connection with the transfer pricing policy in the Polysar case (where $\mu = 0$) would resurface. Specifically, there would be a double marginalization problem in each period, since the downstream division would impute a marginal cost higher than $w_2$. In addition, this division would have incentives to procure excessive
capacity because it is charged for the capacity only when actually utilized.

If the limited volatility condition for the buying division is not met, it will be essential to precisely calibrate the excess capacity charges. The obvious choice here is \( \mu = c_2 \), which results in the two-part full cost transfer pricing rule:

\[
TP_t(k_2, q_{2t}) = c_2 \cdot k_2 + w_2 \cdot q_{2t}
\]

(9)

Clearly, this pricing rule satisfies our criterion of a full cost transfer pricing rule insofar as the sum of the discounted transfer payments are identically equal to the initial capacity acquisition cost plus the discounted sum of the subsequent variable production costs. The transfer pricing rule in (9) also ensures that each division manager’s performance measure is autonomous.

**Proposition 2** With dedicated capacity and a stationary environment, the two-part full cost transfer pricing rule in (9) achieves strong goal congruence, provided capacity assets are depreciated according to the annuity rule.

With significant volatility, any excess capacity charge \( \mu \) exceeding \( c_2 \) would induce the downstream division to (i) use too much of the available capacity and (ii) secure an inefficient amount of capacity upfront. In fact, we conjecture that, absent any restrictions on the amount of volatility, the two-part transfer pricing mechanism in (9) is unique among the class of linear transfer pricing rules of the form \( TP_t(k_2, q_{2t}) = a_1 \cdot k_2 + a_2 \cdot q_{2t} \); that is \( a_1 = c_2 \) and \( a_2 = w_2 \) are not only sufficient but also necessary for strong goal congruence.

### 3.2 Non-Stationary Environments

We have thus far restricted our analysis to stationary environments in which each division’s costs and expected revenues are identical across periods. In this subsection, we investigate depreciation and transfer pricing rules that can achieve strong
goal congruence for certain non-stationary environments. The following result characterizes the efficient capacity choices by generalizing Lemma 1 for non-stationary environments:

**Lemma 2** If capacity is dedicated and the optimal capacity level, $k^o_i$, in (5) is greater than zero, it is given by the unique solution to the equation:

$$\sum_{t=1}^{T} E_{\epsilon_{it}} \left[ x_{it} \cdot R'_i(q^o_i(k^o_i, \tilde{\epsilon}_{it}, x_{it}, w_{it}), \tilde{\epsilon}_{it}) \right] \cdot \gamma^t = v_i + \bar{w}_i \tag{10}$$

where

$$\bar{w}_i = \sum_{t=1}^{T} w_{it} \cdot \gamma^t.$$

It is readily seen that the claim in Lemma 2 reduces to that in Lemma 1 whenever $x_{it} = 1$, $w_{it} = w_i$ and $\{\epsilon_{it}\}$ are i.i.d. Beginning with the work of Rogerson (1997), earlier work on goal congruent performance measures has shown that if the revenues attained vary across time periods, proper intertemporal cost allocation of the initial investment expenditure requires that depreciation be calculated according to the relative benefit rule rather than the simple annuity rule. This insight extends to the setting of our model provided the variable costs of production change in a coordinated fashion over time. Formally, the relative benefit depreciation charges are the ones defined by the requirement that the overall capital charge in period $t$ (i.e., the sum of depreciation and imputed interest charges), as introduced in equation (2), be given by:\textsuperscript{14}

\[ \hat{z}_{it} = \frac{x_{it}}{\sum_{\tau=1}^{T} x_{i\tau} \cdot \gamma^\tau} \]

\textsuperscript{14}As pointed out by earlier studies, the corresponding relative benefit depreciation charges will coincide with straight-line depreciation if the $x_{it}$ decline linearly over time at a particular rate (Nezlobin et al. 2015).
Corollary to Proposition 2: If capacity is dedicated and \( w_{it} = x_{it} \cdot w_i \), a two-part full cost transfer pricing rule of the form

\[
TP_t(k_2, q_{2t}) = \hat{z}_{2t} \cdot v_2 \cdot k_2 + w_{2t} \cdot q_{2t}
\]

achieves strong goal congruence, provided capacity assets are depreciated according to the relative benefit depreciation rule.

The preceding result generalizes the result in Proposition 2 to a class of non-stationary environments in which expected revenues and variable costs are different across periods. However, the settings to which the above result applies appear rather restrictive. Specifically, the result requires that intertemporal variations in periodic revenues and variable production costs follow identical patterns (i.e., \( w_{it} = x_{it} \cdot w_i \)).

With limited volatility, the following result below shows that the finding of Proposition 2 can be extended to a broader class of non-stationary environments.

Proposition 3 Suppose capacity is dedicated, the limited volatility condition holds, and the \( \{\epsilon_{it}\} \) are i.i.d. The full cost transfer pricing rule

\[
TP_t(k_2) = \hat{z}_{2t} \cdot (v_2 + \bar{w}_2) \cdot k_2
\]

achieves strong goal congruence, provided the anticipated variable production costs of each division, \( \bar{w}_i \cdot k_i \), are capitalized and the divisional capacity assets, \( (v_i + \bar{w}_i) \cdot k_i \) are depreciated according to the respective relative benefit rule.

The above transfer pricing rule does not charge the downstream division for actual variable costs incurred in connection with the actual production volume. Instead, the buying division is charged for the “budgeted” variable costs that will be incurred in future time periods assuming that the initially chosen capacity chosen will be fully exhausted in all future periods. Such a policy is indeed efficient if (i) the limited volatility condition holds, and (ii) the downstream division has an incentive to choose the efficient capacity level in the first place. For the above transfer pricing rule, the divisional profit of the downstream division in any period \( \tau \) is proportional to:
\[
\sum_{t=1}^{T} E_{\epsilon_2} [x_{2t} \cdot R_i(k_2, \hat{\epsilon}_t)] \cdot \gamma^t - (v_2 + \bar{w}_2) \cdot k_2,
\]
which coincides with the firm’s overall objective function for any \(k_2 \leq k_2^o\).

We note that \(TP_i(k_2) = \hat{z}_{2t} \cdot (v_2 + \bar{w}_2) \cdot k_2\) is a full-cost transfer pricing rule because in equilibrium, Division 2 initially procures \(k_2^o\) and subsequently exhausts the available capacity. However, this transfer pricing rule clearly no longer satisfies the criterion of being autonomous because the upstream division’s variable costs of production are balanced by the transfer payments received from the buying division only over the entire \(T\) period horizon, but not on a period-by-period basis.

To extend the preceding result to environments where the limited volatility condition may not be satisfied, we adopt the simplified decision structure in Baldenius, Nezlobin and Vaysman (2016, Proposition 1), where the set of possible investment levels is binary. Specifically, suppose that each division chooses whether to install a specific amount of capacity \(\bar{k}_i\) or not; i.e., \(k_i \in \{0, \bar{k}_i\}\). Suppose further that each division’s revenue function \(R_i(\cdot, \tilde{\epsilon}_{it})\) is publicly known. Each divisional manager’s private information is a one-dimensional parameter \(\theta_i\) which affects the probability distributions of \(\tilde{\epsilon}_{it}\). Specifically, \(\theta_i\) is assumed to shift the conditional densities \(f(\epsilon_{it}|\theta_i)\) in the sense of first-order stochastic dominance.

The simplification with a binary choice set is that the accrual accounting rules, i.e., depreciation schedule and transfer pricing rule, only need to separate the types of \(\theta_i\) for whom capacity investment is in the firm’s interest from those types for whom it is not. Accordingly, consider the threshold type, \(\theta^*_i\), where the firm is just indifferent between investing and not investing:

\[
\Gamma_i(\bar{k}_i|\theta^*_i) = \sum_{t=1}^{T} E_{\epsilon_i} \left[ CM_{it}(\bar{k}_i, x_{it}, w_{it}, \tilde{\epsilon}_{it} | \theta^*_i) \right] \cdot \gamma^t - v_i \cdot \bar{k}_i = 0. \tag{11}
\]

As before, \(CM_{it}(\cdot)\) denotes the maximized value of the expected future contribution margin in period \(t\):
\[ CM_{it}(\bar{k}_i, x_{it}, w_{it}, \epsilon_{it}) \equiv x_{it} \cdot R_i(q_{it}^o(\bar{k}_i, \cdot), \epsilon_{it}) - w_{it} \cdot q_{it}^o(\bar{k}_i, \cdot). \]

Following the terminology in Baldenius, Nezlobin and Vaysman (2016), we refer to the Relative Expected Optimized Benefit (REOB) cost allocation rule as:

\[
\bar{z}_{it} = \frac{E_{\epsilon_i}[CM_{it}(\bar{k}_i, x_{it}, w_{it}, \bar{\epsilon}_{it})|\theta_i^*]}{\sum_{\tau=1}^{T} E_{\epsilon_i}[CM_{i\tau}(\bar{k}_i, x_{i\tau}, w_{i\tau}, \bar{\epsilon}_{i\tau})|\theta_i^*] \cdot \gamma^\tau}.
\]

The REOB rule is effectively the relative benefit rule for the pivotal type, \( \theta_i^* \).\(^{15}\)

**Proposition 4** Suppose the set of feasible capacity investment choices is binary and the future realizations of \( \bar{\epsilon}_{it} \) are drawn according to conditional densities \( f(\epsilon_{it}|\theta_i) \) such that \( \theta_i \) shifts \( f(\epsilon_{it}|\theta_i) \) in the sense of first-order stochastic dominance. The full-cost transfer pricing rule

\[ TP_t(\bar{k}_2, q_{2t}) = \bar{z}_{2t} \cdot v_{2t} \cdot \bar{k}_2 + w_{2t} \cdot q_{2t} \]

then achieves strong goal congruence, provided capacity assets are depreciated according to the REOB rule.

Like the two-part tariff in Proposition 2, the transfer pricing rule identified in the above finding is a full-cost transfer pricing rule which satisfies the criterion of being autonomous. To see that it achieves goal congruence, we note that by definition of the threshold type, the overall NPV of capacity investment is zero at \( \theta_i = \theta_i^* \):

\[
\sum_{\tau=1}^{T} E_{\epsilon_i}[CM_{i\tau}(\bar{k}_i, x_{i\tau}, w_{i\tau}, \bar{\epsilon}_{i\tau})|\theta_i^*] \cdot \gamma^\tau = v_i \cdot \bar{k}_i.
\]

If \( \theta_i \) moves the probability distributions of \( \epsilon_{it} \) in the sense of first-order stochastic dominance, the NPV corresponding to any \( \epsilon_{it} \) will be greater than zero if and only if \( \theta_i > \theta_i^* \), because \( CM_{it}(\cdot) \) is increasing in \( \epsilon_{it} \). Consider now the downstream division’s incentive to invest. If that division were to focus exclusively on its profit measure in period \( t, 1 \leq t \leq T \), it would be seek to maximize:

\(^{15}\)Clearly, this rule reduces to annuity depreciation in a stationary environment.
By construction of the REOB rule, \( E_{\epsilon_2} [\pi_2(\theta_2)] \geq 0 \) if and only if
\[
E_{\epsilon_2} [CM_{2t}(\bar{k}_2, x_{2t}, w_{2t}, \bar{\epsilon}_{2t})|\theta_2] - \bar{z}_{2t} \cdot v_2 \cdot \bar{k}_2.
\]

which will be the case if and only if \( \theta_2 \geq \theta_2^* \). Goal congruence for the upstream division follows from a parallel argument.

4 Fungible Capacity

In contrast to the scenario considered thus far, where the products or services provided by the two divisions required different production assets, we now consider the plausible alternative of fungible capacity. Accordingly, the production processes of the two divisions have enough commonalities and the demand shocks \( \epsilon_t \) are realized sufficiently early in each period, so that the initial capacity choices can be reallocated across the two divisions. The following time-line illustrates the sequence of events at the initial investment date and in a generic period.

![Sequence of Events in the Fungible Capacity Scenario](image)

The following analysis focuses at first on stationary environments. We use the vector notation: \( w \equiv (w_1, w_2) \), and \( \epsilon_t \equiv (\epsilon_{1t}, \epsilon_{2t}) \). With fungible capacity, the optimal investment from a firm-wide perspective is the one maximizing total expected future cash flows:
\( \Gamma(k) = \sum_{t=1}^{T} E_{\epsilon_t} \left[ CM(k|\theta, w, \tilde{\epsilon}_t) \right] \cdot \gamma^t - v \cdot k \) \quad (12)

where \( CM(\cdot) \) denotes the maximized value of the aggregate contribution margin in period \( t \). That is,

\[ CM(k|w, \tilde{\epsilon}_t) \equiv \sum_{i=1}^{2} \left[ R_i(q^*_i(k, \cdot), \epsilon_{it}) - w_i \cdot q^*_i(k, \cdot) \right], \]

where

\[ (q^*_1(k, \cdot), q^*_2(k, \cdot)) = \arg\max_{q_1 + q_2 \leq k} \left\{ \sum_{i=1}^{2} \left[ R_i(q_i, \epsilon_{it}) \right] - w_i \cdot q_i \right\}. \]

As before, the notation \( q^*_i(k, \cdot) \) is short-hand for \( q^*_i(k, w, \epsilon_{it}) \).

Provided the optimal quantities \( q^*_i(k, \cdot) \) are both positive, the first-order condition:

\[ R'_1(q^*_1(k, \cdot), \epsilon_{1t}) - w_1 = R'_2(q^*_2(k, \cdot), \epsilon_{2t}) - w_2 \] \quad (13)

must hold. Allowing for corner solutions, we define the shadow price of capacity in period \( t \), given the available capacity \( k \), as follows:

\[ S(k|w, \epsilon_{it}) \equiv \max \{ R'_1(q^*_1(k, \cdot), \epsilon_{1t}) - w_1, R'_2(q^*_2(k, \cdot), \epsilon_{2t}) - w_2 \}. \]

Thus, the shadow price of capacity identifies the maximal change in periodic contribution margin that the firm can obtain from an extra unit of capacity.\(^{16}\) We note that \( S(\cdot) \) is increasing in \( \epsilon_{it} \), but decreasing in \( w_i \) and \( k \).

**Lemma 3** Suppose capacity is fungible and the divisional environments are stationary. The optimal capacity level, \( k^* \), is given by the unique solution to the equation:

\[ E_{\epsilon} \left[ S(k^*|w, \tilde{\epsilon}_{it}) \right] = c, \]

\(^{16}\)The assumption that \( R'_i(0, \epsilon_{it}) \geq w_i \) for all \( \epsilon_{it} \) ensures that the shadow price of capacity is always non-negative.
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where
\[ c = \frac{v}{\sum_{t=1}^{T} \gamma^t}. \] (16)

We next examine the divisions’ capacity investment choices in the decentralized setting. Given the finding in Proposition 2, it is natural to consider whether the two-part full cost transfer pricing rule in (9) can induce goal congruence if the divisions are allowed to renegotiate the initial capacity rights after realization of revenue shocks \( \epsilon_t \) in each period. To examine this, suppose that the downstream division has procured initial rights for \( k_2 \) units of capacity, the upstream division has installed \( k_1 \) units of capacity for its own use, and hence \( k = k_1 + k_2 \) is the corresponding amount of firm-wide capacity.

The arguments below follow the structure used in the fungible capacity setting of Dutta and Reichelstein (2010). Since the two divisions have symmetric information about each other’s revenues and costs, they can increase the firm-wide contribution margin by reallocating the available capacity \( k_1 + k_2 \) at the beginning of each period after the relevant shock \( \epsilon_t \) is realized. The resulting “trading surplus” of
\[
\Phi \equiv CM(k|w, \epsilon_t) - 2 \sum_{i=1}^{2} CM_i(k_i|w_i, \epsilon_{it})
\] (17)
can then be shared by the two divisions. Let \( \delta \in [0, 1] \) denote the fraction of the total surplus that accrues to Division 1. Thus, the parameter \( \delta \) measures the relative bargaining power of Division 1, with the case of \( \delta = \frac{1}{2} \) corresponding to the familiar Nash bargaining outcome. The negotiated adjustment in the transfer payment, \( \Delta TP_t \), that implements the above sharing rule is given by
\[
R_1(q_1^*(k, \cdot), \epsilon_{1t}) - w_1 \cdot q_1^*(k, \cdot) + \Delta TP_t = CM_1(k_1|w_1, \epsilon_{1t}) + \delta \cdot \Phi,
\]
where we recall that \( q_1^*(k, \cdot) \) and \( q_2^*(k, \cdot) \) are the divisional production choices that maximize the aggregate contribution margin. At the same time, Division 2 obtains:
\[
R_2(q_2^*(k, \cdot), \epsilon_{2t}) - w_2 \cdot q_2^*(k, \cdot) - \Delta TP_t = CM_2(k_2|w, \epsilon_{2t}) + (1 - \delta) \cdot \Phi.
\]
These payoffs ignore the transfer payment \( c \cdot k_2 \) that Division 2 makes at the beginning of the period, since this payment is viewed as sunk at the renegotiation stage. The total transfer payment made by Division 2 in return for the ex-post efficient quantity \( q_2^*(k, \cdot) \) is then given \( c \cdot k_2 + w_2 \cdot q_2^*(k, \cdot) + \Delta TP_t \).

After substituting for \( \Phi \) from (17), the effective contribution margin to Division \( i \) can be expressed as follows:

\[
CM_i^*(k_1, k_2|\epsilon_t) = (1 - \delta) \cdot CM_1(k_1|w, \epsilon_{1t}) + \delta \cdot [CM(k|w, \epsilon) - CM_2(k_2|w, \epsilon_{2t})]
\]

and

\[
CM_2^*(k_1, k_2|\epsilon_t) = \delta \cdot CM_2(k_2|w, \epsilon_{2t}) + (1 - \delta) \cdot [CM(k|w, \epsilon) - CM_2(k_2|w, \epsilon_{2t})].
\]

We note that the expected value of the effective contribution margin, \( E_\epsilon [CM_i^*(k_i, k_j|\epsilon_t)] \), is identical across periods for stationary environments. Combined with the annuity depreciation rule for capacity assets, this implies that division \( i \) will choose \( k_i \) to maximize:

\[
E_\epsilon [CM_i^*(k_i, k_j|\tilde{\epsilon}_t)] - c \cdot k_i
\]

taking division \( j \)'s capacity request \( k_j \) as given.

It is useful to observe that in the extreme case where Division 1 has all the bargaining power (\( \delta = 1 \)), Division 1 would fully internalize the firm’s objective and choose the efficient capacity level \( k^* \). Similarly, in the other corner case of \( \delta = 0 \), Division 2 would internalize the firm’s objective and choose \( k_2 \) such that Division 1 responds with the efficient capacity level \( k^* \).

If \((k_1, k_2)\) constitutes a Nash equilibrium of the divisional capacity choice game with \( k_i > 0 \) for each \( i \), then, by the Envelope Theorem, the following first-order conditions are met:

\[
E_\epsilon \left[ (1 - \delta) \cdot CM_1'(k_1|w, \tilde{\epsilon}_{1t}) + \delta \cdot S(k_1 + k_2|w, \tilde{\epsilon}_t) \right] = c
\]
and

$$E_c \left[ \delta \cdot CM'_2(k_2|w, \bar{\epsilon}_2) + (1 - \delta) \cdot S(k_1 + k_2|w, \bar{\epsilon}_1) \right] = c. \quad (20)$$

It can be verified from the proofs of Lemma 1 and Lemma 3 that $CM'_i(\cdot)$ and $S(\cdot)$ are decreasing functions of $k_i$, and hence each division’s objective function is globally concave.

Similar to the finding of Dutta and Reichelstein (2010), the above first-order conditions show that each division’s incentives to acquire capacity stem both from the unilateral “stand-alone” use of capacity as well as the prospect of trading capacity with the other division. The second term on the left-hand side of both (19) and (20) represents the firm’s aggregate and optimized marginal contribution margin, given by the (expected) shadow price of capacity. Since the divisions individually only receive a share of the aggregate return (given by $\delta$ and $1 - \delta$, respectively), this part of the investment return entails a “classical” holdup problem.\footnote{Earlier papers on transfer pricing that have examined this hold-up effect include Edlin and Reichelstein (1995), Baldenius et al. (1999), Anctil and Dutta (1999), Wielenberg (2000) and Pfeiffer et al. (2009).} Yet, the divisions also derive autonomous value from the capacity available to them, even if the overall capacity were not to be reallocated ex-post. The corresponding marginal revenues are given by the first terms on the left-hand side of equations (19) and (20), respectively.\footnote{A similar convex combination of investment returns arises in the analysis of Edlin and Reichelstein (1995), where the parties sign a fixed quantity contract to trade some good at a later date. While the initial contract will almost always be renegotiated, its significance is to provide the divisions with a return on their relationship-specific investments, even if the status quo were to be implemented.}

Equations (19) and (20) also highlight the importance of allowing both divisions to secure capacity rights. The firm would generally face an underinvestment problem if only one division were allowed to secure capacity. For instance, if only the upstream division were to acquire capacity, its marginal contribution margin at the efficient capacity level $k^*$ would be:
This marginal revenue is, however, less than $E[CM'_1(k^*|w_1, \tilde{\epsilon}_1t)] = c$ because

$$E[CM'_1(k^*|w_1, \tilde{\epsilon}_1t)] = E[R'_1(q^*(k^*), \cdot, \tilde{\epsilon}_1t) - w_1] \leq E[R'_1(q^*_t(k^*, \cdot), \tilde{\epsilon}_1t) - w_1] \leq E[S(k^*|w, \tilde{\epsilon}_t)].$$

Thus the upstream division would have insufficient incentives to secure the firm-wide optimal capacity level on its own, since it would anticipate a classic hold-up on its investment in the subsequent negotiations.

The result below identifies a class of problems for which the two-part full cost transfer pricing rule achieves strong goal congruence provided that the divisions are allowed to renegotiate the initial capacity rights in each period and capacity assets are depreciated according to the annuity depreciation rule. To that end, it will be useful to make the following assumption regarding the divisional revenue functions:

$$R_i(q, \theta_i, \epsilon_{it}) = \epsilon_{it} \cdot \theta_i \cdot q - h_{it} \cdot q^2. \tag{21}$$

While the quadratic functional form in (21) is commonly known, the headquarters does not have complete information about the divisional revenue functions because the parameters $\theta_i$ are assumed to be the private information of the divisional managers.

**Proposition 5** Suppose the divisional revenue functions take the quadratic form in (21) and the limited volatility condition is satisfied in the dedicated capacity setting. A system of decentralized initial capacity choices combined with the full cost transfer pricing rule

$$TP_t(k_2, q_2t) = c \cdot k_2 + w_2 \cdot q_2t$$

achieves strong goal congruence, provided the divisions are free to renegotiate the initial capacity rights and capacity assets are depreciated according to the annuity rule.
The proof of Proposition 5 shows that the quadratic form of divisional revenues in (21) has the property that the resulting shadow price function \( S(k|\theta,w,\epsilon_t) \) is linear in \( \epsilon_t \). Combined with the limited volatility condition, linearity of the shadow price \( S(\cdot) \) in \( \epsilon_t \) implies that the efficient capacity in the fungible capacity scenario is the same as in the dedicated capacity setting; i.e., \( k^* = k^o_1 + k^o_2 \). Furthermore, when the limited volatility condition holds, the stand-alone capacity levels \((k^o_1, k^o_2)\) are the unique solution to the divisional first-order conditions in (19) and (20).

The result in Proposition 5 can be extended to environments in which the revenue factors \( x_{it} \) and variable costs \( w_{it} \) differ across periods. Generalizing the result in Lemma 3, it can be shown that the optimal capacity \( k^* \) is given by:

\[
E_{\epsilon} \left[ \sum_{t=1}^{T} \gamma^t \cdot S_t(k^*|w_t, \tilde{\epsilon}_t) \right] = v
\]

where

\[
S_t(k|w_t, \epsilon_t) \equiv \max \{ R'_1(q^*_1(k, \cdot), \epsilon_{1t}) - w_{1t}, R'_2(q^*_2(k, \cdot), \epsilon_{2t}) - w_{2t} \}
\]

is the shadow price of capacity in period \( t \). With quadratic revenue functions and the limited volatility condition in place, it can again be verified that the efficient capacity in the fungible setting is the same as in the dedicated setting; i.e., \( k^* = k^o_1 + k^o_2 \). Adapting the transfer pricing rule in Proposition 3, suppose that the anticipated variable costs of production are capitalized and the divisional assets are depreciated according to the relative benefit rule. Based on the same arguments as used in the proof of Proposition 5, it can then be shown that the corresponding full cost transfer pricing rule:

\[
TP_t(k_2) = \hat{z}_{2t} \cdot (v + \bar{w}_2) \cdot k_2,
\]

with \( \hat{z}_{2t} \) and \( \bar{w}_2 \) as defined in Section 3.2, will induce strong goal congruence provided the divisions are allowed to renegotiate the initial capacity rights.

The transfer pricing mechanism in Proposition 5 will generally fail to induce goal congruence for general divisional revenue functions, or when the limited volatility...
condition does not hold.\textsuperscript{19} The earlier work in Dutta and Reichelstein (2010, Proposition 5) suggests that the resulting Nash equilibrium in capacity levels will result in under- or overinvestment depending on the third derivative of the revenue functions.

For general environments, we investigate whether the coordination problem regarding the divisional capacity investments can be solved by a sequential mechanism that gives the upstream additional supervisory authority. In effect, the upstream division is then appointed a “gatekeeper” whose approval is required for any capacity the other division wants to reserve for itself. Specifically, suppose the downstream division can only acquire unilateral capacity rights if it receives approval from the upstream division in exchange for a stream of future capacity transfer payments.\textsuperscript{20} If the two divisions reach an upfront agreement, it specifies Division 2’s capacity rights \(k_2\) and a corresponding transfer payment \(p\) that it must make to Division 1 for obtaining these rights in each period. The parties report the outcome of this agreement \((k_2, p)\) to the central office, which commits to enforce this outcome unless the parties renegotiate it.

The upstream division is free to install additional capacity for its own needs in addition to what has been secured by the downstream division. As before, capacity assets are depreciated according to the annuity depreciation rule, and thus the upstream division is charged \(c\) for each unit of capacity that it acquires. If the parties fail to reach a mutually acceptable agreement, the downstream division would have no ex-ante claim on capacity, though it may, of course, obtain capacity ex-post through negotiation with the other division. We summarize this negotiated gatekeeper transfer pricing arrangement as follows:

\textsuperscript{19}In that sense, Proposition 5 should be interpreted as applying to environments where the divisional revenue functions can be approximated by quadratic functions.

\textsuperscript{20}We focus on the upstream division as a gatekeeper because this division was assumed to have unique technological expertise in installing and maintaining production capacity. Yet, the following analysis makes clear that the role of the two divisions could be switched.
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• The two divisions negotiate an ex-ante contract \((k_2, p)\) which gives Division 2 unilateral rights to \(k_2\) units of capacity in return for a fixed payment of \(p_t\) in each period.

• Subsequently, Division 1 installs \(k \geq k_2\) units of capacity,

• If Division 2 procures \(q_{2t}\) units of output in period \(t\), the corresponding transfer payments is calculated as \(TP_t(k_2, q_{2t}) = p + w_2 \cdot q_{2t}\).

• After observing the realization of revenue shocks \(\epsilon_t\) in each period, the divisions can renegotiate the initial capacity rights.

For the result below, we assume that the inequality in (7) holds so that the optimal dedicated capacity level \(k_i^o\) is non-zero for each \(i\).

**Proposition 6** Suppose the divisional environments are stationary and the downstream division’s unilateral capacity rights are determined through negotiation. The transfer pricing rule

\[
TP_t(k_2, q_{2t}) = p + w_2 \cdot q_{2t}
\]

achieves strong goal congruence, provided the divisions are free to renegotiate the initial capacity rights in each period and capacity assets are depreciated according to the annuity depreciation rule.

A gatekeeper arrangement will attain strong goal congruence if it induces the two divisions to acquire collectively the efficient capacity level, \(k^*\). The proof of Proposition 6 demonstrates that in order to maximize their joint expected surplus, the divisions will agree on a particular amount of capacity level \(k_2^* \in [0, k^*)\) that the downstream can claim for itself in any subsequent renegotiation. Thereafter, the upstream division has an incentive to acquire the optimal amount of capacity \(k^*\).

To understand the intuition, suppose the two divisions have negotiated an ex-ante contract that gives the downstream division rights to \(k_2\) units of capacity in each
period. In response to this choice of \( k_2 \), the upstream division chooses \( r_1(k_2) \) units of capacity for its own use, and thus installs \( r_1(k_2) + k_2 \) units of aggregate capacity. The upstream division's reaction function, \( r_1(k_2) \), will satisfy the first-order condition in (19); i.e.,

\[
E_t \left[ (1 - \delta) \cdot CM_1'(r_1(k_2)|w_1, \tilde{e}_{it}) + \delta \cdot S(r(k_2) + k_2|w, \tilde{e}_t) \right] = c.
\]

As illustrated in Figure 4 below, the reaction function \( r_1(k_2) \) is downward-slopping because both \( CM_1'(k_1|\cdot) \) and \( S(k|\cdot) \) are decreasing functions. Furthermore, the proof of Proposition 6 shows that \( r_1(0) \leq k^* \) and \( r_1(k^*) > 0 \). Therefore, as shown in Figure 4, there exists a unique \( k_2^* \in [0, k^*) \) such that the upstream division responds with \( r_1(k_2^*) = k^* - k_2^* \), and hence installs the optimal amount of aggregate capacity \( k_1^* \) on its own.

![Figure 4: Division 1’s Reaction Function](image)

The ex-ante agreement \((k_2^*, p)\) must be such that it is preferred by both divisions to the default point of no agreement. If the two divisions fail to reach an ex-ante
agreement, the upstream division will choose its capacity level unilaterally, and the downstream division will receive no initial capacity rights. By agreeing to transfer $k_2^*$ units of capacity rights to the downstream division, the two divisions can generate additional surplus. The fixed transfer payment $p$ is chosen such that this additional surplus is split between the two divisions in proportion to their relative bargaining powers.

We note that relative to the preceding setting where the two divisions have symmetric capacity rights (in Proposition 5), the downstream division is worse off under the gatekeeper arrangement. The upstream division will in effect extract some of the expected surplus contributed by the other division. At the same time, the specification of the default outcome in case the parties were not to reach an agreement at the initial stage is of no particular importance for the efficiency result in Proposition 6. The same outcome, albeit with a different transfer payment, would result if the mechanism were to specify that in the absence of an agreement the downstream division could claim any part of the capacity subsequently procured by the upstream division at the transfer price:

$$TP(q_{2t}) = (c + w_2) \cdot q_{2t}.$$  

The mechanism in Proposition 6 can be interpreted as a hybrid transfer pricing rule in which the upstream division is charged for the full cost of the total capacity and total output produced by both divisions. Those charges are split between the two divisions through a two-stage negotiation. The latter feature is consistent with the fixed quantity contracts examined in Edlin and Reichelstein (1995). In their setting, a properly set default quantity of a good to be traded provides the parties with incentives to make efficient relationship-specific (unverifiable) investments. In the context of our model, an agreement on the unilateral capacity rights of the downstream division provides the investment center with an incentive to acquire residual capacity rights for itself such that the overall capacity procured is efficient from a firm-wide perspective.
5 Conclusion

......
Appendix

Proof of Lemma 1:

With dedicated capacity, the firm’s objective function is additively separable across the two divisions. For a stationary environment, the firm seeks a capacity level \( k_i^0 \) that maximize total expected cash flows:

\[
\Gamma_i(k_i) = \sum_{t=1}^{T} E_{\bar{\epsilon}_i}[R_i(q_i^0(k_i, \cdot), \bar{\epsilon}_it) - w_i \cdot q_i^0(\cdot)] \gamma^t - v_i \cdot k_i,
\]

where \( q_i^0(k_i, \cdot) \equiv q_i^0(k_i, w_i, \bar{\epsilon}_it) \) is given by:

\[
q_i^0(\cdot) = \arg\max_{q_i \leq k_i} \{R_i(q_i, \epsilon_it) - w_i \cdot q_i\}.
\]

Dividing the objective function in (22) by the annuity factor \( \sum_{t=1}^{T} \gamma^t \), the firm seeks a capacity level, \( k_i^0 \) for Division \( i \) that maximizes:

\[
E_{\epsilon_i}[CM_i(k_i|w_i, \epsilon_it)] - c \cdot k_i.
\]

Here, we have omitted subscripts \( t \) from \( CM_i(\cdot) \) to reflect that the expected contribution margins are identical across periods for stationary environments.

Claim: \( CM_i(k_i|w_i, \epsilon_it) \equiv R_i(q_i^0(k_i, \cdot), \epsilon_it) - w \cdot q_i^0(k_i, \cdot) \) is differentiable in \( k_i \) for all \( \epsilon_it \) and

\[
\frac{\partial}{\partial k_i} CM_i(k_i|w_i, \epsilon_it) = R'_i(q_i^0(k_i, \cdot), \epsilon_it) - w_i.
\]

Proof of Claim: We first note that:

\[
\frac{CM_i(k_i + \Delta|w_i, \epsilon_it) - CM_i(k_i|w_i, \epsilon_it)}{\Delta} \geq \frac{R_i(q_i^0(k_i, \cdot) + \Delta, \epsilon_i) - R_i(q_i^0(k_i, \cdot), \epsilon_it)}{\Delta} - w_i.
\]
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This inequality follows directly by observing that:

\[ CM_i(k_i + \Delta|w_i, \epsilon_{it}) \geq R_i(q^o_i(k_i, \cdot) + \Delta, \epsilon_{it}) - w_i \cdot [q^o_i(k_i, \cdot) + \Delta]. \]

At the same time, we find that:

\[
\frac{CM_i(k_i + \Delta|w_i, \epsilon_{it}) - CM_i(k_i|w_i, \epsilon_{it})}{\Delta} \\
\leq \frac{R_i(q^o_i(k_i + \Delta, \cdot), \epsilon_{it}) - R_i(q^o_i(k_i + \Delta, \cdot) - \Delta, \epsilon_{it})}{\Delta} - w_i. \tag{24}
\]

To see this, we note that:

\[
CM_i(k_i + \Delta|w_i, \epsilon_{it}) - CM_i(k_i|w_i, \epsilon_{it}) \\
\leq R_i(q^o_i(k_i + \Delta, w_i, \epsilon_{it}), \epsilon_{it}) - w_i \cdot q^o_i(k_i + \Delta, w_i, \epsilon_{it}) \\
- [R_i(q^o_i(k_i + \Delta, w_i, \epsilon_{it}) - \Delta, \epsilon_{it}) - w_i \cdot (q^o_i(k_i + \Delta, w, \epsilon) - \Delta)].
\]

because \( q^o_i(k_i + \Delta, w_i, \epsilon_{it}) - \Delta \leq k_i \) if the division invested \( k_i + \Delta \) units of capacity. We also note that for \( \Delta \) sufficiently small, \( q^o_i(k_i + \Delta, w_i, \epsilon_{it}) - \Delta \geq 0 \) because \( q^o_i(k_i, w_i, \epsilon_{it}) > 0 \) by the assumption that \( R'_i(0, \epsilon_{it}) - w_i > 0 \).

By the Intermediate Value Theorem, the right-hand side of (24) is equal to:

\[
\frac{R'_i(q^o_i(\Delta), w_i, \epsilon) \cdot \Delta}{\Delta} - w_i,
\]

for some intermediate value \( \hat{q}_i(\Delta) \) such that \( q^o_i(k_i + \Delta, \cdot) - \Delta \leq \hat{q}_i(\Delta) \leq q^o_i(k_i + \Delta, \cdot) \).

As \( \Delta \to 0 \), the right-hand side in both (26) and (24) converge to:

\[
R'_i(q^o_i(k, w_i, \epsilon_{it}), \epsilon_{it}) - w_i,
\]

proving the claim.
If $k_0^o > 0$ is the optimal capacity level, then

\[
\frac{\partial}{\partial k} [E_{\epsilon_i}[CM_i(k|w_i, \tilde{\epsilon}_i)] - c_i \cdot k_i^o] = E_{\epsilon_i} \left[ \frac{\partial}{\partial k_i^o} CM_i(k_i^o|w_i, \tilde{\epsilon}_i) \right] - c_i = E_{\epsilon_i}[R'_i(q_i^o(\tilde{\epsilon}_i), \tilde{\epsilon}_i)] - (c_i + w_i) = 0.
\]

Thus $k_0^o$ satisfies equation (5) in the statement of Lemma 1.

To verify uniqueness, suppose that both $k_0^o$ and $k_0^o + \Delta$ satisfy equation (5). Since by definition $q_i^o(k_i^o + \Delta, \cdot) \geq q_i^o(k_i^o, \cdot)$ for all $\epsilon_{it}$, it would follow that in fact

\[
q_i^o(k_i^o + \Delta, \cdot) = q_i^o(k_i^o, \cdot)
\]

for all $\epsilon_{it}$. That in turn would imply that the optimal production quantity in the absence of a capacity constraint, i.e., $\hat{q}_i(\epsilon_{it}, \cdot)$, is less than $k_i^o$ and therefore

\[
E_{\epsilon_i}[R'_i(\hat{q}_i(\tilde{\epsilon}_i, \cdot), \tilde{\epsilon}_{it})] = E_{\epsilon_i}[R'_i(q_i^o(k_i^o, \tilde{\epsilon}_{it}, w_i), \tilde{\epsilon}_{it})] = w_i,
\]

which would contradict that $k_0^o$ satisfies equation (5) in the first place. \(\square\)

**Proof of Proposition 1:**

Contingent on $(k_1, k_2)$ and $(q_{1t}, q_{2t}) \leq (k_1, k_2)$, Division 1’s residual income performance measure in period $t$ becomes:

\[
\pi_{1t} = R_1(q_{1t}, \epsilon_{1t}) - w_1 \cdot q_{1t} - w_2 \cdot q_{2t} + TP(q_{2t}, k_2) - z_{1t} \cdot v_1 \cdot k_1 - z_{2t} \cdot v_2 \cdot k_2.
\]

Regardless of the decisions made by Division 2, Division 1 will therefore choose the production quantity $q_1^o(k_1^o, \cdot)$ that maximizes its contribution margin in period $t$. It is well known that if capacity assets are depreciated according to the annuity rate, then

\[
z_{1t} \cdot v_1 = \frac{1}{\sum_t \gamma^t} \cdot v_1 = c_1.
\]

In order to maximize $E_{\epsilon_i}[\pi_{1t}]$ in any particular time period $t$, the initial capacity level $k_1$ should be chosen so as to maximize:
This objective function is proportional to the objective function of the central office, \( \Gamma_1(k_1) \), and the maximizing capacity level is \( k_1^o \), as identified in Lemma 1.

For Division 2, the ex-post performance measure in period \( t \) is:

\[
\pi_{2t}(k_2, \epsilon_{2t}, w_{2t}|\mu) = R_2(q_{2t}, \epsilon_{2t}) - TP(k_2, q_{2t}|\mu),
\]

where

\[
TP(k_2, q_{2t}|\mu) = (w_2 + c_2) \cdot q_{2t} + \mu \cdot (k_2 - q_{2t}).
\]

We denote by \( \hat{q}_{2t}(k_2, \epsilon_{2t}, w_{2t}|\mu) \) the maximizer of \( \pi_{2t}(k_2, \epsilon_{2t}, w_{2t}|\mu) \). Suppose Division 2 seeks an initial capacity level \( k_2 \) so as to maximize its expected performance measure in any particular period \( t \):

\[
\pi_{2t}(k_2, \cdot, \mu) \equiv E_{\epsilon_{2t}}[R_2(\hat{q}_{2t}(k_2, \epsilon_{2t}, w_{2t}|\mu), \tilde{\epsilon}_{2t}) - TP(k_2, \hat{q}_{2t}(k_2, \epsilon_{2t}, w_{2t}|\mu)|\mu)].
\]

Clearly, \( \pi_{2t}(k_2, \cdot, \mu) \leq \pi_{2t}(k_2, \cdot, c_2) \) for all \( k_2 \), since \( \mu \geq c_2 \). As shown in the proof of Lemma 1,

\[
\pi_{2t}(k_2, \cdot, c_2) = \frac{1}{\sum_t \gamma^t} \cdot \Gamma_2(k_2) \equiv E_{\epsilon_{2t}}[R_2(q_2^o(k_2, \cdot), \tilde{\epsilon}_{2t}) - w_2 \cdot q_2^o(k_2, \cdot)] - c_2 \cdot k_2.
\]

By definition, \( \Gamma_2(k_2) \) is maximized at \( k_2^o \), and by the limited volatility condition:

\[
\frac{1}{\sum_t \gamma^t} \cdot \Gamma_2(k_2^o) = E_{\epsilon_{2t}}[R_2(k_2^o, \tilde{\epsilon}_{2t})] - (w_2 + c_2) \cdot k_2^o.
\]

For any \( \mu \geq c_2 \), \( \hat{q}_{2t}(k_2, \epsilon_{2t}, w_{2t}|\mu) \geq q_2^o(k_2, \cdot) \). Thus,

\[
\pi_{2t}(k_2|\mu) \leq \pi_{2t}(k_2|c_2) = \frac{1}{\sum_t \gamma^t} \cdot \Gamma_2(k_2) \leq \frac{1}{\sum_t \gamma^t} \cdot \Gamma_2(k_2^o) = \pi_{2t}(k_2^o|\mu),
\]
proving that for any $\mu \geq c_2$, Division 2 will choose $k_2 = k_2^*$ regardless of the weights it attaches to its performance measure in different periods. \qed

**Proof of Proposition 2:**

Given a two-part full cost transfer pricing mechanism of the form: $TP_t(k_2, q_{2t}) = c_2 \cdot k_2 + w_2 \cdot q_{2t}$, the proof follows directly from the arguments given in the proof of Proposition 1. Specifically, the arguments for goal congruence for Division 2 now exactly parallels the one given for Division 1 in the previous result. \qed

**Proof of Lemma 2:** The proof proceeds along the lines of the proof of Lemma 1. In particular

$$CM_{it}(k_i|w_{it}, \epsilon_{it}) = \max_{q_{it} \leq k_i} \{x_{it} \cdot R_i(q_{it}, \epsilon_{it}) - w_{it} \cdot q_{it}\}$$

is differentiable in $k_i$ and

$$CM'_{it}(k_i|w_{it}, \epsilon_{it}) = x_{it} \cdot R'_i(q^o_{it}(k_i, \cdot), \epsilon_{it}) - w_{it}.$$ 

We can interchange the order of differentiation and integration to conclude that the firm’s objective function $\Gamma_i(k_i)$ is differentiable with derivative:

$$\Gamma'_i(k_i) = \sum_{t=1}^{T} E_{\epsilon_{it}}[x_{it} \cdot R'_i(q^o_{it}(k_i, \cdot), \epsilon_{it}) - w_{it}] \cdot \gamma^t - v_i.$$ 

Given the definition of $\bar{w}_i \equiv \sum_{t=1}^{T} w_{it} \cdot \gamma^t$ in the statement of Lemma 2, the first order condition in the statement of Lemma 2 now follows immediately.

**Proof of Corollary to Proposition 2:**

The firm’s objective function for Division 2 is to maximize

$$\sum_{t=1}^{T} E_{\epsilon_{2t}}[CM_2(k_2|\bar{\epsilon}_{2t})] \cdot \gamma^t - v_2 \cdot k_2,$$

where
If \( w_{2t} = x_{2t} \cdot w_2 \), the above objective function reduces to:

\[
\sum_{t=1}^{T} E_{\epsilon_{2t}}[x_{2t} \cdot CM_2(k_2 | \tilde{\epsilon}_{2t})] \cdot \gamma_t - v_2 \cdot k_2
\]

Given the transfer pricing rule

\[
TP_t(k_2, q_{2t}) = \hat{z}_{2t} \cdot v_2 \cdot k_2 + w_{2t} \cdot q_{2t},
\]

the expected profit for Division 2 in period \( t \) becomes:

\[
E_{\epsilon_{2t}}[x_{2t} \cdot R_2(q_0^o(k_2, \cdot), \tilde{\epsilon}_{2t}) - x_{2t} \cdot w_{2t} \cdot q_0^o(k_2, \cdot)] - \hat{z}_{2t} \cdot v_2 \cdot k_2.
\]

Since \( \hat{z}_{2t} = \frac{x_{2t}}{\sum_{\tau=1}^{T} x_{2\tau} \cdot \gamma_{\tau}} \), Division 2’s objective function in period \( t \) is proportional to the firm’s overall objective function, \( \Gamma_2(k_2) \), and thus Division 2 will choose the optimal capacity level \( k_2^o \) at the initial stage.

**Proof of Proposition 3:**

Given the limited volatility condition, the optimal \( k_i^o \) is such that:

\[
\Gamma_i(k_i^o) = E_{\epsilon_i} \left[ \sum_{t=1}^{T} \gamma_t \cdot x_{i\tau} \cdot R_i(k_i^o, \tilde{\epsilon}_{i\tau}) \right] - (v_i + \bar{w}_i) \cdot k_i^o
\]

\[
\geq \Gamma_i(k_i)
\]

\[
= E_{\epsilon_i} \left[ \sum_{\tau=1}^{T} \gamma_{i\tau} \cdot x_{i\tau} \cdot R_i(k_i, \tilde{\epsilon}_{i\tau}) \right] - (v_i + \bar{w}_i) \cdot k_i
\]

for all \( k_i \).

We next show that in order to maximize its expected profit in period \( t \) the downstream division would choose \( k_2^o \). To see this, we recall that because \( TP(k_2) = \hat{z}_{2t} \cdot (v_2 + \bar{w}_2) \cdot k_2 \), the expected profit for Division 2 in period \( t \) becomes:
Clearly $q_2^o(k_2, \cdot) = k_2$ as Division 2 is not charged any variable costs. We recall that
\[ \hat{z}_{2t} = \frac{x_{2t}}{\sum_{\tau=1}^T x_{2\tau} \cdot \gamma^\tau}, \]
and therefore:
\[
E_{\epsilon_2}[\tilde{\pi}_{2t}(k_2)] = z_{2t} \cdot \left[ \sum_{i=1}^T x_{2\tau} \cdot \gamma^\tau \cdot E_{\epsilon_2}[R_2(k_2, \tilde{\epsilon}_{2t})] - (v_2 + \tilde{w}_2) \cdot k_2 \right],
\]
which, according to (25), is maximized at $k_2^o$.

The argument for Division 1 is the same since under relative benefit depreciation rule the capital charge to Division 1 in period $t$ is $\hat{z}_{1t}(v_1 + \tilde{w}_1) \cdot k_1$ if Division 1 invested in $k_1$ units of capacity. \hfill \Box

**Proof of Lemma 3:**
The maximized contribution margin is given by:
\[
CM(k|w, \epsilon_t) = \sum_{i=1}^2 [R_i(q_i^*(k, \cdot), \epsilon_{it}) - w_i \cdot q_i^*(k_i, \cdot)],
\]
where $q_i^*(k, \cdot) \equiv q_i^*(k, w, \epsilon_t)$

**Claim:** $CM(k|w, \epsilon_t)$ is differentiable in $k$ for any $\epsilon_t$ and $w$, such that:
\[
\frac{\partial}{\partial k} CM(k|w, \epsilon_t) = S(k|w, \epsilon_t),
\]
where
\[
S(k|w, \epsilon_t) = \max \{ R_1'(q_1^*(k, \cdot), \epsilon_{1t}) - w_1, R_2'(q_2^*(k, \cdot), \epsilon_{2t}) - w_2 \}.
\]

We distinguish three cases:

**Case 1:** $0 < q_1^*(k, \cdot) < k$
It follows that $q_2^*(k, \cdot) > 0$ and

$$S(k|w, \epsilon_t) = R_1'(q_1^*(k, \cdot), \epsilon_{1t}) - w_1 = R_2'(q_2^*(k, \cdot), \epsilon_{2t}) - w_2.$$  

We then claim that for $\Delta \geq 0$ sufficiently small:

$$\frac{CM(k + \Delta|w, \epsilon_t) - CM(k|w, \epsilon_t)}{\Delta} \geq S(k|w, \epsilon_t). (26)$$

Like in the proof of Lemma 1, this inequality is derived from observing that

$$CM(k + \Delta|w, \epsilon_t) \geq R_1(q_1^*(k, \cdot) + \Delta, \epsilon_{1t}) - w_1(q_1^*(k, \cdot) + \Delta) + R_2(q_2^*(k, \cdot), \epsilon_{2t}) - w_2 \cdot q_2^*(k, \cdot).$$

Therefore, the left-hand side of (26) is at least as large as:

$$\frac{R_1(q_1^*(k, \cdot) + \Delta, \epsilon_{1t}) - R_1(q_1^*(k, \cdot), \epsilon_{1t})}{\Delta} - w.$$

As $\Delta \to 0$, this expression converges to

$$R_1'(q_1^*(k, \cdot), \epsilon_{1t}) - w_1 = S(k|w, \epsilon_t).$$

Following the same line of arguments as in the proof of Lemma 1, we also find that

$$\frac{CM(k + \Delta|w, \epsilon_t) - CM(k|w, \epsilon_t)}{\Delta} \leq S(k|w, \epsilon_t)$$

for $\Delta$ sufficiently small and thus

$$\frac{\partial}{\partial k} CM(k|w, \epsilon_t) = S(k|w, \epsilon_t).$$

**Case 2:** $q_1^*(k, \cdot) = k$.

In this case $q_2^*(k, \cdot) = 0$ and $S(k|w, \epsilon_t) = R_1'(q_1^*(k, \cdot), \epsilon_{1t}) - w_1$. Using the same arguments as in Case 1, it can then be shown that $\frac{\partial}{\partial k} CM(k|w, \epsilon_t) = S(k|w, \epsilon_t)$.

**Case 3:** $q_2^*(k, \cdot) = k$.

In this case, $q_1^*(k, \cdot) = 0$ and $S(k|w, \epsilon_t) = R_2'(q_2^*(k, \cdot), \epsilon_{1t}) - w_2$. For $\Delta \geq 0$ sufficiently small, it can again be shown that:
\[
\frac{CM(k + \Delta |w, \epsilon) - CM(k|w, \epsilon)}{\Delta} \geq S(k|w, \epsilon_t).
\]

To show this, we note that
\[
CM(k+\Delta|w, \epsilon) \geq R_1(q^*_1(k, \cdot)+\Delta, \epsilon_{1t}) - w_1 \cdot q^*_1(k, \cdot) + R_2(q^*_2(k, \cdot)+\Delta, \epsilon_{2t}) - w_2 \cdot [q^*_2(k, \cdot)+\Delta].
\]

Therefore, \(\frac{CM(k+\Delta|w, \epsilon) - CM(k|w, \epsilon)}{\Delta}\) is at least as large as:
\[
\frac{R_2(q^*_2(k, \cdot)+\Delta, \epsilon_{2t}) - R_2(q^*_2(k, \cdot), \epsilon_{2t})}{\Delta} - w.
\]

As \(\Delta \to 0\), this expression converges to
\[
R'_2(q^*_2(k, \cdot), \epsilon_{2t}) - w_2 = S(k|w, \epsilon_t).
\]

Following the same line of arguments as used in the proof of Lemma 1, it can also be verified that
\[
\frac{CM(k + \Delta |w, \epsilon_t) - CM(k|w, \epsilon_t)}{\Delta} \leq S(k|w, \epsilon_t)
\]
for \(\Delta\) sufficiently small, and thus
\[
\frac{\partial}{\partial k} CM(k|w, \epsilon_t) = S(k|w, \epsilon_t).
\]

\[\square\]

**Proof of Proposition 5:**

We first show that with with quadratic revenue functions of the form \(R_i(q, \theta_i, \epsilon_{it}) = \theta_i \cdot \epsilon_{it} \cdot q - h_i \cdot q^2\) and limited volatility, the efficient capacity level in the fungible scenario is equal to the sum of the efficient capacity levels in the dedicated capacity scenario; that is
\[
k^* = k^*_1 + k^*_2.
\]

From Lemma 1, we know that in the dedicated capacity setting the efficient capacity levels satisfy:
\[
E_{\epsilon_{i_t}}[R'_i(q^*_i(k^*_1, \tilde{\epsilon}_{i_t}), \theta_i, \tilde{\epsilon}_{i_t})] - w_i = c.
\]
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The limited volatility condition implies that for all $\tilde{\epsilon}_{it}$

$$q^o_i(k^o_i, \tilde{\epsilon}_{it}) = k^o_i.$$  

Furthermore, with quadratic revenue functions, we find that

$$E_{\tilde{\epsilon}_i}[R'(q^o_i(k^o_i, \tilde{\epsilon}_{it}), \theta_i, \tilde{\epsilon}_{it})] - w_i = E_{\tilde{\epsilon}_i}[R'(k^o_i, \theta_i, \tilde{\epsilon}_{it})] - w_i = k^o_i,$$  

where $\hat{\epsilon}_{it} \equiv E(\tilde{\epsilon}_{it})$. In the fungible capacity scenarios, Lemma 3 has shown that at the efficient $k^*$

$$E[\tilde{\epsilon}_i](q^*(k^*, \cdot), \theta_i, \tilde{\epsilon}_{it})] - w_i = c.$$

It is readily seen that in the quadratic revenue scenario, $q^*_i(k^*, \theta, w, \epsilon_{1t}, \epsilon_{2t})$ is linear in $(\epsilon_{1t}, \epsilon_{2t})$ provided that $q^*_i(\cdot) > 0$ for all $(\epsilon_{1t}, \epsilon_{2t})$. Thus,

$$E[\tilde{\epsilon}_i][S(k^* | \theta, w, \hat{\epsilon}_{it})] = E[\tilde{\epsilon}_i][R'_i(q^*(k^*, \cdot), \theta_i, \tilde{\epsilon}_{it})] - w_i = E[\tilde{\epsilon}_i][\theta_i \cdot \hat{\epsilon}_{it} - 2h_i \cdot q^*_i(k^*, \theta, w, \epsilon_{1t}, \epsilon_{2t})] - w_i = \theta_i \cdot \hat{\epsilon}_{it} - 2h_i \cdot q^*_i(k^*, \theta, w, \hat{\epsilon}_{it}, \hat{\epsilon}_{it}) - w_i = R'_i(q^*_i(k^*, \theta, w, \hat{\epsilon}_{1t}, \hat{\epsilon}_{2t}), \theta_i, \hat{\epsilon}_{it}) - w_i = c.$$  

(28)

It follows from (27) and (28) that

$$q^*_i(k^*, \theta, w_i, \hat{\epsilon}_{1t}, \hat{\epsilon}_{2t}) = k^o_i,$$

and thus $k^* = k^o_1 + k^o_2$.

It remains to show that $(k^o_1, k^o_2)$ is a Nash equilibrium at the initial date. Given the full cost transfer pricing rule $TP_t(k_2, q_{2t}) = c \cdot k_2 + w_2 \cdot q_{2t}$, the divisional profit of Division 2 in period $t$, contingent on $\epsilon_t$ and $k^o_1$ is:

$$\Pi_{2t}(k_2, \epsilon_t | k^o_1) = \delta \cdot CM_2(k_2 | \theta_2, w_2, \epsilon_{2t}) + (1 - \delta)[CM(k^o_1 + k_2 | \theta, w, \epsilon_t) - CM_1(k^o_1 | \theta_1, w_1, \epsilon_t)] - c \cdot k_2,$$
where, as before,
\[ CM_i(k_i|\theta_i, w_i, \epsilon_{it}) = \max_{q_i \leq k_i} \{ R_i(q_i, \theta_i, \epsilon_{it}) - w_i \cdot q_i \}. \]

We note that in a stationary environment the expected value of Division 2’s profit,
\[ E_{\epsilon}[\Pi_2(k_2|\tilde{\epsilon}_{it}|k_1^o)] \], is the same in each period. By definition, \( k_2^o \) is the unique maximizer of \( E_{\epsilon_2}[\delta \cdot CM(k_2|\theta_2, w_2, \tilde{\epsilon}_2t)] - \delta \cdot c \cdot k_2 \). By Lemma 3, \( k_2^o \) maximizes \( E_{\epsilon}[\delta \cdot CM(k_1^o + k_2|\theta, w, \tilde{\epsilon}_t)] - (1 - \delta) \cdot c \cdot k_2 \). It thus follows that \( k_2^o \) is also a maximizer of Division 2’s expected profit in each period, \( E_{\epsilon}[\Pi_2|k_2, \tilde{\epsilon}_t|k_1^o]] \).

A symmetric argument can be used to show that in order to maximize its expected residual income in any period, Division 1 will choose \( k_1^o \) if it conjectures that the downstream division chooses \( k_2^o \).

**Proof of Proposition 6:**

Suppose that the two divisions has agreed to an ex-ante contract under which the downstream division has initial rights for \( k_2 \) units of capacity for a transfer payment of \( p_t + w_2 \cdot q_{2t} \) in each period. Further, suppose that Division 1 has installed a capacity of \( k_1 \) units over which it has unilateral rights.

After observing \( \epsilon_t \), the two divisions will renegotiate the initial capacity rights to maximize the joint surplus in each period. Following the same arguments as used in deriving (18), it can be checked that Division 1’s effective contribution margin after reallocation of capacity rights is given by
\[ CM_1^*(k_1+k_2|w, \epsilon_{it}) = (1 - \delta) \cdot CM_1(k_1|w_1, \epsilon_{1t}) + \delta \cdot [CM(k_1 + k_2|w, \epsilon_t) - CM_2(k_2|w_2, \epsilon_{2t})]. \]

For stationary environments, the expected value of effective contribution margin, \( E_{\epsilon}[CM_1^*(k|w, \epsilon_{it})] \), is the same in each period. Since capacity assets are depreciated according to the annuity rule, this implies that taking \( k_2 \) as given, Division 1 will choose \( k_1 \) to maximize
\[ E_{\epsilon}[CM_1^*(k_1 + k_2|w, \tilde{\epsilon}_t)] - c \cdot k. \]
As a function of \( k_2 \), let \( r_1(k_2) \) denote Division 1’s optimal response; i.e., \( k_1 = r(k_2) \) maximizes the above objective function. Let \( r(k_2) \equiv r_1(k_2) + k_2 \) denote the corresponding aggregate amount of capacity. Division 1’s reaction function, \( r_1(k_2) \), will satisfy the following first-order condition:

\[
E_\epsilon \left[ (1 - \delta) \cdot CM'_1(r_1(k_2)|w_1, \tilde{\epsilon}_{1t}) + \delta \cdot S(r(k_2)|w, \tilde{\epsilon}_t) \right] \leq c,  \tag{29}
\]

which must hold as an equality whenever \( r_1(k_2) > 0 \). We note from (29) that \( r_1(k_2) \) is downward slopping because \( CM'_1(k_1|\cdot) \) and \( S(k|\cdot) \) are decreasing functions of \( k_1 \) and \( k \), respectively.

We now investigate the values of \( r_1(k_2) \) at \( k_2 = 0 \) and \( k_2 = k^* \). We first claim that \( r_1(0) \leq k^* \). Suppose to the contrary, \( r_1(0) > k^* \). This implies that \( r(0) > k^* \), and hence

\[
E_\epsilon[S(r(0)|w, \tilde{\epsilon}_t)] < E_\epsilon[S(k^*|w, \tilde{\epsilon}_t)] = c.  \tag{30}
\]

Furthermore,

\[
E_{\epsilon_1} \left[ CM'_1(r_1(0)|w_1, \tilde{\epsilon}_{1t}) \right] < E_{\epsilon_1} \left[ CM'_1(k^*|w_1, \tilde{\epsilon}_{1t}) \right]  
= E_{\epsilon_1} \left[ R'_1(q^*_1(k^*, \tilde{\epsilon}_{1t}, \cdot), \tilde{\epsilon}_{1t}) - w_1 \right]  
\leq E_\epsilon \left[ R'_1(q^*_1(k^*, \tilde{\epsilon}_t, \cdot), \tilde{\epsilon}_{1t}) - w_1 \right]  
\leq E_\epsilon[S(k^*|w, \tilde{\epsilon}_t)]  
= c,  \tag{31}
\]

where we have used the result that \( q^*_1(k^*, \epsilon_{1t}, \cdot) \geq q^*_1(k^*, \epsilon_t, \cdot) \) for all \( \epsilon_t \) to derive the first inequality above. Inequalities in (30) and (31) imply that the first-order condition in (29) cannot hold as an equality, which contradicts the assumption that \( r_1(0) > k^* \) is optimal.

We next claim that \( r_1(k^*) > 0 \), and hence \( r(k^*) > k^* \). Suppose to the contrary \( r_1(k^*) = 0 \). This implies that \( r(k^*) = k^* \), and hence

\[
E_\epsilon[S(r(k^*)|w, \tilde{\epsilon}_t)] = c.
\]
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Furthermore,

\[ E_{\epsilon_1} [CM_1'(r_1(k^*)|w_1, \bar{\epsilon}_{1t})] = E_{\epsilon_1} [CM_1'(0|w_1, \bar{\epsilon}_{1t})] > c, \]

because of the assumption in (7). It thus follows that the left hand side of (29) is strictly greater than \( c \), which contradicts the assumption that \( r(k_2) = 0 \) is the optimal response to \( k_2 = k^* \).

We have thus proven that \( r(0) \leq k^* \) and \( r(k^*) > k^* \). The Intermediate Value Theorem then implies that there exists a unique \( k^*_2 \in [0, k^*) \) such that \( r(k^*_2) = k^* \).

We have thus shown that if the two divisions sign an ex-ante contract that provides the downstream division with initial capacity rights of \( k^*_2 \) units, Division 1 will choose the efficient amount of aggregate capacity \( k^* \).

To complete the proof, we need to show that there exist fixed transfer payments \( p \) such that the ex-ante contract \((k^*_2, p)\) will be preferred by both divisions to the default point of no agreement. If the two divisions fail to reach an ex-ante agreement, Division 1 will choose its capacity level unilaterally, and Division 2 will receive no capacity rights (i.e., \( k_2 = 0 \)). Let \( \hat{k} \) denote Division 1’s optimal choice of capacity under the “default” scenario. Division 1’s expected periodic payoff under the default scenario is then given by

\[ \hat{\pi}_1 = E_{\epsilon} \left[ (1 - \delta) \cdot CM_1(\hat{k}|w_1, \bar{\epsilon}_{1t}) + \delta \cdot CM(\hat{k}|w, \bar{\epsilon}_{1t}) \right] - c \cdot \hat{k} \]

while Division 2’s default payoff is

\[ \hat{\pi}_2 = (1 - \delta) \cdot E_{\epsilon} \left[ CM(\hat{k}|w, \bar{\epsilon}_{1t}) - CM_1(\hat{k}|w_1, \bar{\epsilon}_{1t}) \right]. \]

By agreeing to transfer \( k^*_2 \) units of capacity rights to Division 2, the two divisions can increase their periodic joint surplus by

\[ \Delta \pi \equiv E_{\epsilon} \left[ CM(k^*|w, \bar{\epsilon}_{1t}) - c \cdot k^* \right] - E_{\epsilon} \left[ CM(\hat{k}|w, \bar{\epsilon}_{1t}) - c \cdot \hat{k} \right]. \]

The two divisions can then split this additional surplus between them in proportion to their relative bargaining power. The periodic transfer price \( p \) that implements this allocation is given by
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\[ E \epsilon \left[(1 - \delta) \cdot CM_1(k^* - k_2^*|w_1, \tilde{\epsilon}_1t) + \delta \cdot CM(k^*|w, \tilde{\epsilon}_t)\right] - c \cdot k^* + p = \hat{\pi}_1 + \delta \cdot \Delta \pi. \]

Division 2’s expected periodic payoff with this choice of transfer payment will be equal to \( \hat{\pi}_2 + (1 - \delta) \cdot \Delta \pi \). Therefore, both divisions will prefer the ex-ante contract \((k_2^*, p)\) to the default scenario of no contract \((0, 0)\).
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