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ABSTRACT

A large and growing literature has demonstrated that explicit incentives, such as enforceable contracts, can lead agents to withhold effort. We investigate when this behavioral result arises and identify when principals do worse from using enforceable contracts with their agents. In an extensive laboratory experiment, we find that imposing control through an enforceable contract is only detrimental to principals when: (1) a norm that agents provide high effort exists; (2) control is imposed unilaterally and has an asymmetric effect on the agent; (3) control is weak (i.e. it cannot induce significant effort); and (4) the agent does not use control when acting as a principal.
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I. Introduction

In many principal-agent relationships, a principal benefits when her agent takes costly actions and suffers when her agent shirks. Given this conflict, principals often consider the use of control (e.g. monitoring and contractual restrictions) or other forms of incentives (e.g. pay for performance and relational contracting) to induce costly action from agents. Standard economic theory suggests that these tools can better align the interests of agents with those of the principal and generate better outcomes.

Recent literature has demonstrated, however, that these control and incentive strategies may come at a cost. Control strategies that restrict an agent’s actions may demonstrate distrust and may lead agents to respond with lower effort (e.g. Frey 1993, Barkema 1995, Falk and Kosfeld 2006). This result has been referred to as the “hidden cost of control” and arises when a principal receives less effort from an agent, and therefore earns less profit, when she controls the agent by taking away his most opportunistic actions. Similarly, extrinsic incentives put in place by a principal to motivate an agent might undermine an agent’s intrinsic motivation and lead to lower effort (see e.g. Titmuss 1970, Frey 1994, Gneezy and Rustichini 2000a) or might undermine a norm and make misbehavior more transactional (Gneezy and Rustichini 2000b).

While this research highlights the potential costs associated with control and other incentives, such strategies are common in principal-agent settings and becoming even more prevalent. Between 1960 and 1995 average supervisor-employee ratios in the non-farm economy increased for many developed countries (Vernon 2003). Given the prevalence of control in principal-agent settings, the recent findings of its perverse consequences pose a bit of a puzzle and suggest a need to better understand when costs of control will arise.

More generally, demonstrations that control and other extrinsic incentives can undermine intrinsic motivation are an important first step in developing models of the principal-agent relationship that incorporate behavioral phenomena. The next step in developing

---

1 A recent survey by Bowles and Polania-Reyes (2012) identifies four major mechanisms for a crowding out effect of incentives: (1) incentives providing “bad news” about the principal, (2) framing effects that lead to “moral disengagement”, (3) aversion to a loss of autonomy, and (4) influence on the formation and updating of preferences.

2 See also a rich literature in Psychology, which has shown that extrinsic incentives can undermine intrinsic motivations (see Lepper and Greene 1978; Deci 1975; Deci 1971; Kruglansky, Freedman, and Zeevi 1971), a notion which has been more recently studied in the economics literature (see for example Frey, Oberholzer and Eichenberger1996 and Frey and Oberholzer-Gee 1997). A related literature argues that punishment of agents through fines may be less effective than incenting good behavior through bonuses (Fehr, Klein and Schmidt 2007).

3 The use of incentives is also prevalent. In the United States, 37% of individuals have some form of pay-for-performance incentives (Lemieux et al. 2007).
these models is to understand when (i.e. in which environments) these perverse effects of control and other incentives will be severe enough that the standard model will fail to describe behavior. 4 Identifying the boundaries of the cost of control will help models better describe behavior and provide guidance for principals and firms. 5

In this paper, we investigate the impact of control in a principal-agent relationship with a laboratory experiment. In the experiment, an agent has the opportunity to take a costly action that benefits a principal, who may control agent by eliminate the most opportunistic actions from the agent’s action space.

Our main experiment has four treatments that vary the symmetry of the principal-agent relationship and the extent to which the control placed on the agent is imposed unilaterally. We vary the symmetry of the relationship by randomly assigning the roles of principal and agent in each round of the experiment and varying whether control is imposed before or after the identity of the agent is revealed. We vary whether control is imposed unilaterally by allowing one player to impose control (i.e. unilaterally) or by requiring both players to choose control for it to be imposed (i.e. bilaterally).

In addition, we embed control as a decision amidst a broader set of contracting options, which allows us to identify the effect of control in settings where a prosocial norm for behavior is present and where one is not. Namely, we give the two players the opportunity to mutually agree to a non-binding high effort level in advance of the revelation of roles and the decision to control, and we interpret agreeing to this high effort level as establishing a prosocial norm for behavior (see Kessler and Leider 2012).

Since we observe subjects playing the game as both a principal and as an agent, we can also investigate individual differences in how subjects respond to control as an agent and when subjects use control as a principal.

Our experiment includes a set of contracting environments in which there is a significant and robust cost of control — where principals receive less effort on average when they impose control than when they do not. 6 By varying the contracting rules we are able to eliminate the cost of control so that principals as well or better by imposing control. In

---

4 It is worth noting here that a number of recent experimental papers have investigated the impact of control on agent effort in designs very similar to Falk and Kosfeld (2006) and have in general failed to find principals receiving less effort on average when they impose control (Hagemann 2007, Schnedler and Vadovic 2011, Ploner et al. 2011). We describe these papers in Section II.

5 We see this exercise of putting boundaries on behavioral phenomena as a generally useful activity that pushes the field toward richer theories that incorporate these phenomena.

6 We say that a “hidden cost of control” arises when a principal receives less effort from controlling an agent than from giving the agent a larger action space. Falk and Kosfeld (2006) use the term to title their paper, and we infer this meaning as being in the spirit of their paper. Other authors have used the term to refer to the behavioral response that arises when some agents lower effort in response to being controlled; we simply refer to that effect as a “behavioral response”.

---
some of these treatments, we still observe a behavioral response in which agents respond with less effort when controlled than when not controlled, however the behavioral response is not large enough to overcome the benefit of control, and so the principal is no worse off when imposing control. By varying the contracting rules further, we able to turn off this behavioral response so that control works as predicted by standard theory and the principal is made better off by imposing control.

As the summary in the preceding paragraph suggests, a cost of control arises only in certain environments. We find that principals are only harmed by imposing control when the following conditions are met: (1) there is a prosocial norm motivating the agent; (2) control is imposed unilaterally and has an asymmetric effect on the agent; (3) control is weak, in that it cannot induce significant effort from the agent; and (4) the agent is does not use control himself when acting as a principal. In all other cases, we find that the principal is no worse off from imposing control. We also find that the principal is better off imposing control when either: (1) there is no prosocial norm motivating the agent or (2) control is agreed upon mutually between the principal and the agent.

These results provide guidance for when firms and principals should worry about imposing control and when they should not hesitate to use the contractual tools available to them. The results speak broadly to the literature on incomplete contracts (see Hart 1995 and Tirole 1999 for surveys) as the costs of control have been used as an explanation for why contracts might be left deliberately incomplete.7

The paper proceeds as follows. Section II highlights related literature about the principal-agent relationship. Section III describes the experimental design. Section IV presents the main experimental results. Section V describes extensions to our experiment and their associated results. Section VI discusses the implications of our results for economic theory and firm behavior and concludes.

II. Related Literature

Principal-agent relationships play an important role the labor market and in markets with supply chains. Firms use control, monitoring, and incentives to manage the agency

---

7 The logic of this argument is that if principals receive less effort from agents when they impose control, observed contracts will be left incomplete to avoid this outcome. Kessler and Leider (2012) make a related argument, observing that prosocial norms for a relationship can be established with the unenforceable clauses in contracts or with the conversations that take place during the contracting process. Kessler and Leider (2012) finds that once prosocial norms are established within a relationship, enforceable clauses rarely increase output; so if there is any cost to adding enforceable clauses to contracts doing so might not be worth it once prosocial norms are established.
problem, and research has addressed the role of contracts in implementing these strategies. A striking fact is that many contracts are much simpler and less complete than standard theory would predict. Traditional explanations of this contractual incompleteness appeal to transaction costs (e.g. Coase 1937, Williamson 1975, 1985) or bounded rationality (e.g. Simon 1981) to argue that more complete contracts are impractical. Another line of research has suggested that leaving contracts incomplete may be suboptimal but necessary given that agents are asked to multitask (Holmstrom and Milgrom 1991). Additionally, some authors have provided theoretical justifications for why incomplete contracts may be optimal, such as complete contracts signaling negative information about the contract proposer (Allen and Gale 1992, Spier 1992), complete contracts leading the agent to infer that a less pro-social norm prevails (Sliwka 2007), or that incompleteness creates strategic ambiguity that helps enforce implicit agreements (Bernheim and Whinston 1998).

There is also an extensive experimental literature demonstrating that control, monitoring, and incentives can demoralize agents. Falk and Kosfeld (2006) suggest that contractual incompleteness in control mechanisms could also arise to signal trust. The paper demonstrates that imposing control on agents — by eliminating their most opportunistic actions and forcing them to provide at least a minimum compulsory effort — can lead to worse outcomes for the principal. Falk and Kosfeld (2006) present the results of

---

8 In addition to the control mechanisms described in detail below, extrinsic incentives have been shown to crowd out intrinsic motivation (see Deci et al. 1999 for a survey). Gneezy and Rustichini (2000a) asked subjects to perform tasks with either zero, small, or large performance-based monetary incentives. Providing small incentives led to worse performance than providing zero incentives. The authors argue that introducing incentives in an incomplete contracting setting undermines the perception that reasonable performance is due in response to zero incentives. Gneezy and Rustichini (2000b) investigate the a change in policy by day care centers to impose a monetary fine on parents who arrived late to pick up their children. While late arrivals were infrequent before the fine, they increased substantially when the fine was introduced, and continued even after the fine was removed. The authors argue that the fine defined the upper bound on the penalties for late arrival. Several principal-agent experiments have similarly found that incentives detrimentally affect performance. Fehr and Gächter (2002) study a buyer-seller game where the buyer can use either a flat price contract, which requires trusting the seller, or an incentive contract with a penalty for low quality. The incentive contract leads to lower average quality and almost total eliminates voluntary cooperation. The authors argue that models of fairness and reciprocity can explain their results. Fehr and Rockebach (2003) find similar results in a trust game. In the control treatment, the first mover can request a specific back-transfer, but cannot impose any consequences for low returns. In the punishment treatment, the first mover can also specify a fine for an insufficient back transfer. Return transfers are lower when the fine is imposed than in the control condition, but return transfers are higher when the fine is available but not used. Fehr and List (2004) find similar results from experiments using students and CEOs. CEOs return less when the punishment is imposed than when it was not available, while both CEOs and students increase their return transfers when the punishment was available but not used. The authors argue that refraining from punishment is seen as highly trusting, which induces reciprocal trustworthiness.
experiments in which an agent chooses a costly effort level, and the payoff to the principal is twice the cost paid by the agent. Before the agent chooses an effort level, the principal decides whether to impose control on her agent by limiting his action space; different treatments allow for control of different strengths (i.e. more extensive restrictions of the agent’s action space). The principal receives higher effort from the agent, and thus higher profits, when she does not control the agent. This difference is statistically significant when control is weak and is only directionally negative when control is relatively strong. Their results are robust to whether the action of the agent is chosen by strategy method or direct choice and whether the principal has the opportunity to engage in gift exchange with the agent before the effort choice.

A number of recent papers have attempted and failed to replicate the main result in Falk and Kosfeld (2006) and consequently argued that costs of control are unlikely to be the cause of contractual incompleteness. Hagemann (2007) finds a non-significant negative effect of adding control in an attempted replication of Falk and Kosfeld (2006) using the strategy method.\(^9\) The paper finds that uncontrolled agents respond with higher effort when the possibility of control is worded as the principal being able to “force” the agent to transfer points than when it is worded as the principal being able to “constrain” the agent or when control is described neutrally. This finding leads the author to argue that the original Falk and Kosfeld (2006) result arises from an experimenter demand effect. Similarly, Schnedler and Vadovic (2011) find a behavioral response to control, but fail to replicate the hidden cost of control, instead finding that average effort is directionally higher when control is imposed. In a set of attempts to replicate Falk and Kosfeld (2006), Ploner et al. (2012) finds both directionally negative and directionally positive effects of control depending on the subject pool. Principals receive lower effort when they impose control on agents in only one of three incentivized experiments, and only in the condition where control is relatively weak. While these papers fail to replicate the results from Falk and Kosfeld (2006), they generally do replicate the behavioral response in which a number of agents contribute less when they are controlled than when they are not controlled. For example, these papers find that many subjects provide the minimum effort allowed when control is imposed but provide effort above that minimum when control is not imposed.

Research in other settings has observed the expected beneficial effect of control mechanisms without an offsetting behavioral response to imposing control. For example, Kessler and Leider (2012) have subjects play two-person games, including public good

\(^9\) However, with only 30 agents in each treatment, Hagemann’s experiment may be underpowered to identify a treatment effect in the baseline case. She finds a difference in average effort of 5.3, which is very similar to the difference of 5.5 (23 without control and 17.5 with control) in the equivalent treatment in Falk and Kosfeld (2006), which has 72 agents and identifies the effect as significant.
games, in which effort was personally costly but collectively beneficial. The authors find that adding an enforceable minimum (i.e. control) to a pre-game contract either increased effort or had no effect on effort in three of four games subjects played. The enforceable minimum decreased effort in only one game. For some of the games, adding the enforceable minimum did not even generate a behavioral response.\(^{10}\)

The games in Kessler and Leider (2012) differ from a principal-agent setting on an important dimension: in Kessler and Leider (2012), both players are making effort choices a symmetric game. Consequently, when a minimum restriction is imposed, either bilaterally or unilaterally, it is imposed on both agents simultaneously. We hypothesize that this difference has the potential to create divergent results in the response to the imposition control in the principal-agent setting of Falk and Kosfeld (2006) and in the partnership setting in Kessler and Leider (2012). The experimental design in this paper, which is presented in the next section, starts with a principal-agent relationship where the principal can impose control on an agent and adds symmetry to the relationship. Symmetry is added both on who is controlled as well as on how control is imposed (i.e. unilaterally or bilaterally).

Most of the previous studies that find a cost of control usually observe high effort in the absence of incentives, suggesting that strong norms govern behavior in these settings. When norms are weak, however, we may expect that the benefits of control will outweigh any negative behavioral response associated with imposing control. To increase the likelihood that our subjects will perceive a strong norm governing transfers, we use the pre-play agreement mechanism from Kessler and Leider (2012). In that paper, when players could make a non-binding agreement to play the first best action, a norm was established, and effort and profits were higher than when no agreement was available.\(^{11}\) In related work, Dufwenberg et al. (2011) provide a theoretical model that identifies what agreements should form as binding contracts or as non-binding informal agreements, and test their model with a lost wallet game. They find that binding contracts are predominantly 50-50 splits, while non-binding informal agreements lead to higher payoffs for the second mover, which one can think of as the agent.

### III. Experimental Design

\(^{10}\) As a consequence of identifying when costs of control arise, the experiment in this paper will help reconcile why some attempts to replicate Falk and Kosfeld (2006) have failed and why Kessler and Leider (2012) find no behavioral response associated with imposing control.\(^{11}\) Other studies have found benefits of unilateral promises in holdup games (Ellingsen and Johannesson 2004), trust games (Charness and Dufwenberg 2006), and dictator games (Vanberg 2008).
In the experiment, subjects in a laboratory sat at individual computer terminals and played an anonymous principal-agent transfer game a total of 20 times. Subjects were randomly matched with another subject in the lab in each round of the game.

Each round of the game, the agent (called “Player A” in the instructions) started with 120 experimental units (EUs) worth $0.05 each. The agent could transfer these units to the principal (called “Player B” in the instructions) and any units transferred to the principal were doubled. Consequently, the payoffs for the principal agent game were:

Agent (“Player A”): \( \pi_A = 120 - x \)

Principal (“Player B”): \( \pi_P = 2x \)

where \( x \) represents the number of units transferred by the agent to the principal.

If control (called “a restriction” in the instructions) was not imposed, agents could choose to transfer an amount \( x \) from the range 0 to 120. If control was imposed, agents were restricted to transfer at least 4 EUs, so agents could transfer any amount \( x \) from 4 to 120.

Before subjects were assigned to the role of principal or agent for the round, and before they knew whether control would be imposed, they had the opportunity to make a non-binding agreement to transfer 40 EUs (i.e. \( x = 40 \)) if they ended up being the agent. We choose 40 EUs since that is the payoff-equalizing transfer, which leads both the principal and the agent to receive 80 experimental units.

Each of the players independently decided whether or not to suggest: “An agreement that says ‘We agree that if we are Player A, we will transfer 40 EUs to Player B.’” If both players suggested the agreement, then the agreement was made. If one or both of the players did not suggest the agreement, then no agreement was made. After both players had decided whether or not to suggest the agreement, the players were told what the other had chosen and whether they had made an agreement. Allowing subjects to make an agreement to transfer 40 EUs provides an opportunity to investigate settings where a pro-social norm of behavior has been established. We expect, based on the results of Kessler and Leider (2012), that allowing subjects to make an informal agreement will more consistently lead to a strong pro-social norm than relying on the default background norm present in a subject pool.

All rounds began with subjects choosing whether or not to suggest an agreement, after which the instructions differed by treatment. The experiment has four treatments, which differ in whether control affects one or both agents and whether control was imposed unilaterally or bilaterally.

Figure 1 displays the treatments as a function of whether the control was imposed on one player (i.e. “single player”) or on both players (i.e. “both players”) as well as whether one
player could impose control (i.e. “unilaterally”) or whether both players needed to agree to control for it to be imposed (i.e. “bilaterally”).

Note that in our experiment we make a distinction between whether control is imposed before or after the subjects are assigned to be the principal and the agent (i.e. “unknown agent” and “known agent” respectively). As will be explained in detail below, this distinction is necessary in our design since in moving from a setting where control affects a single player to a setting where it affects both players, we must delay revelation of who is the agent and who is the principal. Figure 1 shows the Unknown Agent Treatment, which serves as an additional control in the experiment.

*Figure 1 here*

In the Baseline Treatment, the roles of principal and agent are assigned immediately after the players are told whether they have made an agreement. After the principal and the agent are assigned their roles, the principal is given the option of whether to impose control (called “a restriction on Player A’s transfer” in the instructions). The principal decides between: “No restriction” and “A restriction that Player A must transfer at least 4 EUs.” After the principal chooses, the choice is revealed to the agent. The agent then decides how many experimental units to transfer, and the transfer is restricted to be at least 4 EUs when control is imposed. Notice that for the Baseline Treatment, the minimum is imposed on a single player (i.e. “single player”), after the identity of the agent is known (i.e. “known agent”), and one of the players imposes control unilaterally on the other (i.e. “unilaterally”).

We add symmetry to control in some treatments by having control affect both players. To achieve this, we did not assign the roles of principal and agent until after control had been imposed. By allowing control to be imposed before the role of agent was assigned, we had the opportunity to run treatments where control is imposed more symmetrically.

In the Mutual Minimum Treatment, before we assign the roles of principal and agent, we randomly give one of the players the option to impose control on whichever player becomes the agent. In this way, control is imposed symmetrically in that it affects both players (since either one could end up being the agent in that round). Once the player decided whether to impose control, we assigned the roles of principal and agent. If the player had decided to impose control, whichever of the two players was randomly selected to be the agent was restricted to transfer between 4 and 120 EUs. If control was not imposed, the agent could choose any transfer between 0 and 120 EUs. Notice that for the Mutual Minimum Treatment, the minimum is imposed on both players (i.e. “both players”), while the identity of the agent is still unknown (i.e. “unknown agent”), and one of the players imposes control unilaterally on the other (i.e. “unilaterally”).
Moving from the baseline treatment to the mutual minimum treatment is associated with two changes. We have allowed control to be imposed symmetrically but we have also imposed control before we have assigned the roles of principal and agent. To tease apart which of these two differences leads to differential outcomes between the baseline treatment and mutual minimum treatment, we also ran the *Unknown Agent Treatment*.

In the *Unknown Agent Treatment*, control is not imposed symmetrically (i.e. control is imposed on a “single player”) but control is imposed before the role of agent as been assigned (i.e. “unknown agent”). In the *Unknown Agent Treatment*, before we assigned the roles of principal and agent, we randomly gave one of the players the option to impose control on *the other player* if that other player became the agent. Once the player decided whether to impose control, we assigned the roles of principal and agent. If the player who decided about control became the agent, he was always able to choose a transfer between 0 and 120 EUs. If the other player became the agent, the action space available to that agent depended on the choice of whether to impose control. Notice that for the *Unknown Agent Treatment*, the minimum is imposed on a single player (i.e. “single player”), while the identity of the agent is still unknown (i.e. “unknown agent”), and one of the players imposes control unilaterally (i.e. “unilaterally”).

In all three of the treatments above, one subject has the opportunity to impose control unilaterally on either the other subject or on whichever subject becomes the agent. To investigate how control differentially impacts behavior when agreed to bilaterally, we ran the *Consent Treatment*.

In the *Consent Treatment*, before we assign the roles of principal and agent, we allow both players to suggest whether or not control should be imposed on *whichever player* becomes the agent. The decision to impose control is made in the same way as the agreement to transfer 40 EUs. Namely, each player can suggest the restriction or no restriction, and only if both players suggest the restriction is control imposed. After each has made a decision, the players are told who suggested the restriction and whether the restriction was imposed. We then assigned the roles of principal and agent. If the both players suggested the restriction, the agent was restricted to transfer between 4 and 120 EUs. If at least one of the players had not suggested the restriction then there was no restriction, and the agent could choose any transfer between 0 and 120 EUs. Notice that for the *Consent Treatment*, the minimum is imposed on both players (i.e. “both players”), while the identity of the agent is still unknown (i.e. “unknown agent”), and both players imposes control bilaterally (i.e. “bilaterally”).

The cell in Figure 1 that are not associated with a treatment would require both subjects agreeing bilaterally to impose control on one subject. Unlike in the Consent Treatment, where subjects choose whether to impose control on whichever subject ends up being the agent, in this setting a subject would need to choose to control himself — knowing that
he alone would be affected — for control to be imposed. We do not consider these settings to be realistic or particularly relevant to our endeavor since the concept of control does not really apply.

Subjects in our experiment always played 10 rounds in the Baseline Treatment and 10 rounds in one of the three other treatments. Whether they played the Baseline Treatment first or second was randomly assigned by session.

We randomly paired subjects in each round and, as mentioned above, we randomly assigned the roles of principal and agent in each round. Consequently, the design allows us to observe the same subject playing as both a principal and an agent. In addition to identifying how agent behavior responds to the symmetry of control and whether control is imposed unilaterally or bilaterally, the experiment can also investigate how propensity to use control as a principal affects how subjects respond to control as an agent.

One important point about the experiment that is worth emphasizing here is that control may have two countervailing forces on behavior. On one hand, control may eliminate low transfers due to a minimum transfer being imposed — transfers that might have been in the range 0 to 3 EUs must be at least 4 EUs when control is imposed. On the other hand, control may lead to a behavioral response in which subjects are less likely to make large transfers. The net effect of these two forces will determine whether we observe a cost of control whereby the principal receives less effort from the agent when control is imposed. As we analyze the results starting in the next section, we want to document both potential effects. In the next section we look for a behavioral response as well as identify the net effect of both forces, which together determine whether there is a cost of control.

IV. Results

A total of 464 subjects participated in 25 sessions in the Wharton Behavioral Lab at the University of Pennsylvania. All subjects participated in the Baseline treatment and one other treatment. Of the 464 subjects, 148 subjects participated in the Unknown Agent treatment, 158 subjects in the Mutual Minimum treatment, and 158 subjects in the Consent treatment. Sessions lasted approximately one hour. Average subject pay was $17.28, including a $10 show-up fee.

IV.1 Agreement and Restriction Choices.

Figure 2 here
We begin by examining subjects’ preferences for having an agreement or a restriction. Figure 2 displays the frequency with which subjects suggested the agreement in each treatment, as well as the frequency with which subjects imposed the restriction (or asked for the restriction in the Consent treatment) with or without an agreement. Subjects were strongly in favor of having an agreement across all four treatments, with very little difference between treatments — between 80 and 85% of subjects suggested the agreement in each treatment. This led subjects to form an agreement in 65 to 75% of periods.

Desire to impose a restriction varies based on whether the subjects had previously made an agreement. In the Baseline, Unknown Agent, and Mutual Minimum treatments subjects impose a restriction approximately 50% of the time with an agreement, but nearly 75% of the time without an agreement. This difference is consistent with subjects anticipating lower transfers when there is no agreement, and therefore having an increased desire to rule out extremely low transfers. In the Consent treatment, by contrast, subjects request the restriction in 60% of periods both with and without an agreement.

IV.2 Effect of Agreement on Transfers

Next, we look at how making an agreement affects the amount transferred by the agent. Based on results in Kessler and Leider (2012), we expect that agreements will lead to higher transfers by the agent, and in particular an increase in the number of agents transferring the agreed-upon amount of 40 EUs. Figure 3 shows the impact of the other subject wanting the agreement on the average amount transferred by agents.\(^{12}\) Note that we split the data based on the other subject’s desire for the agreement (rather than having the agreement) so that we do not introduce selection based on the agent’s own preferences for the agreement, which may be correlated with that subject’s choice of transfer.\(^{13}\)

Figure 3 here

Across all four treatments, we find that the other subject asking for the agreement leads to substantial increases in the average amount transferred. To test for statistical differences, we use non-parametric permutation tests on choices, aggregated first at the subject level

---

\(^{12}\) For this analysis, and subsequent analyses, we exclude observations in the Unknown Agent and Mutual Minimum treatments where the player who was randomly selected to decide whether or not there should be a restriction was also randomly selected to be the agent.

\(^{13}\) The averages displayed by the “Other Wants Agreement” bars therefore represent all the observations where an agreement is formed (making up approximately 80% of the observations described by the bars) as well as the observations where the agent had rejected the agreement (making up approximately 20% of the observations).
and then at the session level.\textsuperscript{14} The differences between transfers with an agreement and without an agreement are statistically significant for all treatments using subject-level comparisons ($p < 0.01$ for all) and for session-level comparisons ($p < 0.01$ for Baseline and Mutual Minimum, $p = 0.08$ for Unknown Agent, and $p = 0.02$ for Consent).

Additionally, we find that having an agreement substantially increases the number of subjects who choose the payoff-equalizing transfer of 40 EUs. Without an agreement only 2 to 12\% of subjects transfer 40 EUs, while with an agreement between 31 and 47\% of subjects transfer 40 EUs ($p < 0.01$ for all treatments at both the subject and session level). Hence, we find strong evidence in favor of the positive effect of agreements in our principal agent game, in line with the results of Kessler and Leider (2012) for symmetric games. We summarize this as Result 1.

\textbf{Result 1: Offering to make an agreement significantly increases transfers in all treatments.}

\textbf{IV.3 Effect of Control without an Agreement}

We now look at whether imposing control by restricting the transfer of the agent leads to a decrease in the amount the agent transfers. We begin by analyzing pairs who do not have an agreement.

As with the analysis of agreements, we analyze the effect on transfers associated with the other subject suggesting the restriction. (For the three unilateral treatments, the other subject suggesting for the restriction means the restriction is imposed. In the Consent treatment, however, agents who do not ask for the restriction do not have the restriction in place even when the other subject suggests it.) Analyzing the effect of the other subject suggesting the restriction avoids the potential selection into control based on an agent’s own preference for control.\textsuperscript{15} Figure 4 shows the average amount transferred in each treatment.

\begin{figure}
\centering
\includegraphics[width=\textwidth]{figure4.png}
\caption{Figure 4 here}
\end{figure}

\textsuperscript{14} We use unpaired permutation tests for subject-level data (because some subjects only have observations with an agreement or without an agreement) and paired permutation tests for session-level data.

\textsuperscript{15} In the other three treatments the other player wanting the restriction is equivalent to having the restriction. As noted above, we exclude behavior of agents who were also the player who decided whether or not there should be a restriction in the Unknown Agent and Mutual Minimum treatments.
When there is no agreement, the average transfer increases with the restriction in three of the four treatments, and remains essentially the same in the Unknown Agent treatment. Under our non-parametric tests, the increase is only significant in the Baseline treatment where we have the most data (subject-level: $p = 0.07$, session-level: $p < 0.01$; $p > 0.20$ for all other treatments). This result suggests that when there are only weak norms affecting behavior (due to the absence of an agreement) imposing a restriction is at worst neutral and at best beneficial to the principal, as in the Baseline treatment.

However, looking at the average transfer may mask two opposing effects. As was mentioned above, control may eliminate low transfers due to the enforcement of the minimum transfer and may also lead to a behavioral response in which subjects are less likely to make large transfers. We therefore want to examine whether there is a behavioral response to imposing control. In particular, we want to look at the fraction of subjects who transfer 4 units or less. If the restriction only affects those subjects who otherwise would have transferred less than the minimum, then the fraction of subjects transferring at or below the minimum of 4 should be the same. Alternatively, if subjects who would otherwise transfer more than the minimum react negatively to the imposition of control by transferring only the imposed minimum, then this fraction transferring 4 units or less should increase when control is imposed. Figure 5 plots the cumulative distribution of transfers by each treatment, based on whether or not the other subject wanted the restriction.

**Figure 5 here**

In all treatments, the vast majority of subjects transfer only a small amount: between 64 and 75% of subjects transfer 4 or less without the restriction and between 65 and 81% transfer 4 or less with the restriction. In the Baseline and the Unknown Agent treatments there is a slight directional increase in the percent of transfers that are at or below the minimum in responses to control (8 and 11 percentage points, respectively). In the Baseline treatment, the effect is marginally significant (subject-level: $p = 0.07$; session-level: $p = 0.40$), while in the Unknown Agent treatment the effect is not significant (subject-level: $p = 0.15$; session-level: $p = 0.16$). Recall that in the Baseline treatment we found a significant increase in agent effort in response to the minimum, so to the extent that there is a behavioral response to the imposition of control, it is swamped by the effect of increasing transfers of less than 4 EUs up to at least 4 EUs.

We also conduct a regression analysis of the individual agent transfer decisions, which is reported in Table 1. All specifications include subject fixed effects and cluster the standard errors by subject. Columns (1) and (2) use the amount transferred as the dependent variable, identifying any overall effect of the restriction on agent effort, while Columns (3) and (4) use an indicator variable for a transfer less than or equal to 4 as the
dependent variable, to capture any behavioral response. Columns (2) and (4) use data from only the first treatment in a session.

Table 1 here

Our regression results largely confirm our non-parametric analysis and find generally positive effects of imposing a restriction when there is no agreement. For the amount transferred, imposing the restriction significantly increases amount transferred in the Baseline treatment, and has directionally positive effects in all other treatments. Additionally, we find no increase in the number of subjects transferring very small amounts under the restriction in any treatment, with the Consent treatment having a significant decrease in the frequency of transfers of 4 or less when the other subject asks for the restriction. When there is no agreement between the principal and agent, imposing a restriction is not costly for the principal instead it is weakly beneficial for the principal.

**Result 2: When there is no agreement, there is no cost — and there is sometimes a benefit — of imposing control.**

**IV.4 Effect of Control with an Agreement**

We did not find a cost of control when there was no agreement, but without an agreement most transfers were quite low in the absence of a restriction. We showed previously that transfers are much higher when subjects form an agreement. Thus when control is imposed after an agreement has been made, we may expect to find a smaller impact of control on raising low transfers, a larger behavioral response, and an accompanying cost of control.

Figure 6 displays the average amount transferred by agents when they have an agreement, and again we split the data based on whether the other subject suggested the restriction. For the three unilateral treatments, the other subject suggesting the restriction means the restriction is imposed. In the Consent treatment, agents who do not ask for the restriction do not have the restriction in place even when the principal suggests it.

Figure 6 here

Our non-parametric tests find evidence of a cost of control in the Baseline and Unknown Agent treatments, (i.e. both the asymmetric treatments where control is imposed on a single player). In the Baseline treatment, the average transfer is 28.9 without a restriction, but transfers decrease to only 23.7 with an agreement (subject-level: p = 0.10, session-level: p = 0.06). Similarly, in the Unknown Agent treatment the average transfer is 31.9
without a restriction, and 22.8 with a restriction (subject-level: p = 0.04, session-level: p = 0.07). However, this hidden cost is eliminated in the Mutual Minimum treatment, where the decrease in transfers of 2.3 units is not significant under either test (p > 0.20 for both). Furthermore, in the Consent treatment, average transfers increase from 19.8 without a restriction to 22.2 with a restriction (subject-level: p = 0.05, session-level: p = 0.08).

Figure 7 here

We also find a reversal in the behavioral response associated with control between treatments, both in the frequency of very small transfers of 4 units or less, and the frequency of transferring the agreed-upon 40 units. Figure 7 presents the cumulative distribution of transfers in each treatment when subjects have an agreement. In the Baseline treatment, the frequency of transfers of 4 or less increases from 26% without the restriction to 38% with the restriction (subject-level: p = 0.03, session-level: p = 0.03), and a decrease in the frequency of transferring 40 from 56% without the restriction to 41% with the restriction (subject-level: p < 0.01, session-level: p = 0.17). Similarly, in the Unknown Agent treatment, transfers of 4 units or less increase from 29% to 46% (subject-level: p = 0.03, session-level: p = 0.02) and transfers of 40 decrease from 57% to 40% (subject-level: p = 0.06, session-level: p = 0.05). In both treatments, imposing control shifts the whole distribution to the left. In the Mutual Minimum treatment, the differences are much smaller and are not statistically significant: the frequency of small transfers increases from 26% to 34% and the frequency of transferring 40 units decreases from 62% to 52% (p ≥ 0.20 for all tests). By contrast, in the Consent treatment, asking for control shifts the distribution to the right for all transfers below 20. The frequency of transfers of 4 or less decreases when the other subject asks for the restriction, from 44% to 33% (subject-level: p = 0.06, session-level: p = 0.04), while the frequency of transferring 40 is essentially unchanged, from 40% to 37% (p > 0.20 for both tests).

Table 2 here

We find essentially the same pattern with a regression analysis, presented in Table 2. Subject fixed effects and standard errors clustered by subject are used in all specifications. Columns (1) to (3) specify the amount transferred as the dependent variable, while Columns (4) to (6) use an indicator for transferring 4 or less, and Columns (7) to (9) use an indicator for transferring exactly 40 units.

In addition to using the full data set (columns (1), (4) and (7)) and just the first treatment of a session (columns (2), (5) and (8)), the third specification for each dependent variable (columns (3), (6) and (9)) includes only subjects who asked for the agreement in at least 8 out of 10 periods in both treatments. This restriction avoids the possibility that differential selection into the agreement between treatments might generate our results.
There is a significant cost to imposing control in both the Baseline and Unknown Agent treatments: agents transfer less on average. This cost of control is associated with a large behavioral response as agents are more likely to transfer 4 units or less and are less likely to transfer 40 units. The coefficient for the restriction in the Mutual Minimum treatment is not significant in any specification, nor does it maintain a consistent sign. For the Consent treatment, we find that the restriction increases the average transfer and decreases the frequency of transferring 4 units or less. Our results are statistically weaker when we look only at the first treatment of the session (columns (2), (5) and (8)), however the results for the Baseline treatment stay at least marginally significant (p=0.50), and results for the Unknown Agent and Consent treatments maintain their sign. Restricting the data to subjects who demand the agreement with high frequency in both treatments (columns (3), (6) and (9)) does not change our results, suggesting the difference in the impact of the restriction between treatments is not driven by a selection effect. Overall, we find that imposing control is detrimental to the Principal in the Baseline and Unknown Agent treatments, has no effect in the Mutual Minimum treatment, and is beneficial in the Consent treatment.

**Result 3:** When there is an agreement, the cost to the Principal of imposing control depends on the treatment. Control is costly in the Baseline and Unknown Agent treatments. This cost is eliminated in the Mutual Minimum treatment and is reversed in the Consent treatment.

**IV.5 Who Responds Negatively To Control**

Because we observe all subjects playing the role of the Principal in the Baseline treatment, we can use a subject’s frequency of imposing control when in that position as a measure of their attitude towards control. This attitude towards control may affect how subjects respond to having control imposed upon them. For example, subjects who see control as a signal of distrust may be reluctant to impose control others and may react more negatively to being controlled. Conversely, subjects who see control as a reasonable precaution may prefer to restrict others and may not respond negatively to being controlled.

In the Baseline treatment, the median subject imposed control in 2/3 of periods as a Principal. To identify whether there is a different response for subjects with high and low usage of control, we estimate separate coefficients for the restriction in each treatment for subjects above and below the median usage. The results are reported in Table 3.

*Table 3 here*
We find results that are quite reasonable across the treatments. In the Baseline treatment we find a “hidden cost of control” only among agents who used control infrequently as Principals. For this group, being restricted as an Agent led to an estimated decrease of 4.5 units, a 10% increase in the likelihood of making a transfer of 4 units or less, and a 12% decrease in the likelihood of transferring 40 units. By contrast, subjects in the Baseline treatment who used control frequently as a Principal had essentially zero response to the restriction as an Agent. In the Unknown Agent treatment we find a negative but insignificant effect of control on transfers for both groups of subjects, however subjects who infrequently restricted as Principals had a significant increase in the frequency of transfers of 4 or less and a significant decrease in the likelihood of transferring 40 when restricted as Agents. In the Mutual Minimum treatment we find somewhat insignificant results for all subjects, although subjects who used control frequently have directionally more positive reactions to being controlled. In the Consent treatment, the positive effect of the restriction was only observed among subjects who used the restriction frequently — for these subjects transfers increased by an estimated 6.8 units and the frequency of transfers of 4 or less decreased by 18%. Subjects who used the restriction infrequently have essentially a zero response to the restriction in the Consent treatment. Overall, the pattern of results suggests that there is important heterogeneity in how subjects perceived the restriction, with usage of the restriction as a Principal being correlated with more positive reactions to the restriction as an Agent.

**Result 4: Subjects who imposed control more often as Principal in the Baseline treatment had a more positive reaction to being controlled as an Agent in the Baseline and Consent treatments. The cost of control results in the Baseline treatment is observed only in subjects who rarely impose control.**

One concern with interpreting the results in the baseline condition is that subjects switch between playing as a principal and as an agent over the course of the 10 rounds in the Baseline condition. We are tempted to interpret these results as supportive of a story in which subjects who inclined to impose control as a Principal respond less negatively (or more positively) to control as an Agent. This interpretation would allow for a prescriptive suggestion that Principals can control Agents who themselves use control in settings where they are a Principal (e.g. a CEO could feel comfortable controlling middle managers who are observed to control their agents). However, an alternative explanation of Result 4 is that subjects who respond negatively to control eventually learn to avoid using it. To show that the former interpretation is still valid, we conduct a similar analysis but divide subjects by whether they chose to impose control the first time they were a
Principal in the treatment being analyzed rather than whether they used control more than 2/3 of the time in the Baseline treatment. We then look only at behavior as an agent in all subsequent rounds of that treatment. We replicate the results above and so can assert that subjects who are observed to use control as a principal respond more favorably toward control when they are subsequently an agent.

V. Additional Experiments

V.1 Control when there is no opportunity for an Agreement

In the Baseline treatment, we observe a cost of control when there is an agreement between the principal and the agent and a benefit of control when there is no agreement. This result suggests that control is detrimental when there is a strong pro-social norm governing behavior as a result of the agreement, and control is beneficial when there is a weak norm governing behavior due to failure to make an agreement.

Falk and Kosfeld (2006) find that control is detrimental in the middle case where no agreement was possible, and therefore only the default norm (or background norm) governs behavior. To investigate whether we would find this result in our data, we ran additional sessions with a No Agreement Allowed Treatment where no agreement opportunity was presented. The No Agreement Allowed treatment is the same as the Baseline treatment, except that subjects were not given the opportunity to make an agreement. We conduct an additional 5 sessions, with 94 subjects, in which we ran the No Agreement Allowed treatment followed by the Baseline treatment so that subjects would not have been previously exposed to the agreement when playing in the No Agreement Allowed treatment.

Figure 8 reports the average transfer with and without a restriction in the No Agreement Allowed treatment and compares it to behavior in the Baseline treatment for these new sessions. In the No Agreement Allowed treatment, transfers decrease slightly from 16.4 when control is not imposed to 14.9 when control is imposed, and the difference is not significant (p > 0.20 for both subject-level and session-level tests). Similarly, while the fraction of subjects transferring 4 or less increases from 30% to 36% in response to control, the difference is not significant (subject-level: p = 0.18, session-level: p > 0.20).

---

16 Note that this design more closely matches the Falk and Kosfeld (2006) experimental set-up except that in our experiment, the roles of principal and agent are randomly assigned in each round.

17 We obtain essentially the same results if we instead compare the No Agreement Allowed treatment to the Baseline treatment when played first in a session in the original set of sessions.
These small and insignificant differences contrast with the results in Falk and Kosfeld (2006), which finds that imposing a minimum transfer of 5 leads to a decrease in transfers from 25.1 to 12.2, and an increase in the fraction of subjects transferring 5 or less from approximately 20% to approximately 50%.

In the absence of control, however, transfers are much higher in Falk and Kosfeld’s data than in ours, suggesting that there may be a difference in the background norm for their subject pool as compared to our subject pool. Taken together, we may expect a cost of control whenever there is a strong norm, either by default as in Falk and Kosfeld (2006) data, or due to a specific agreement as in our data.

V.2 Restrictions with a Higher Minimum Transfer

In our main experiment, we find that control is harmful to the principal in the Baseline treatment when there is an agreement. When control is imposed, there is a large behavioral response where subjects are much less likely to transfer 40 units and much more likely to transfer the minimum of 4 units. We observe a cost of control since this behavioral response is large relative to the benefit from raising transfers that would have been 0 to 3 units to the minimum of 4 units. A natural question is whether this cost of control persists if the principal has a somewhat more powerful controlling ability (e.g. if he has a better monitoring technology). To test the impact of more effective control, we ran 5 additional sessions with 94 subjects of the Baseline treatment and Consent treatments in which control required a minimum transfer of 10 units rather than 4 units. Figure 9 shows the average transfer in each treatment.

*Figure 9 here*

As in our main experiment, we find that when there is no agreement, imposing the restriction (or asking for a restriction in the Consent treatment) leads to higher average transfers from the other subject. In the Baseline treatment, the average transfer increases from 5.6 to 13.3 (subject-level: p < 0.01, session-level: p = 0.13), while in the Consent treatment the average transfer increases from 5.6 to 10.3 (subject-level: p < 0.01, session-level: p = 0.13).

When there is an agreement, however, we no longer find a cost of control in the Baseline treatment. When control forces a minimum transfer of 10, the average transfer decreases slightly from 29.5 without control to 28.2 with control, but the difference is not significant (p > 0.20 for both non-parametric tests). There is still evidence of a behavioral response: the fraction of transfers of 10 or less increases from 29% to 40% in the presence of control (subject-level: p = 0.09, session-level: p = 0.38), while the fraction of transfers equal to 40 decreases from 57% to 46% (subject-level: p = 0.08, session-level: p
In this case, however, the benefit of the increase due to the binding minimum outweighs the decrease in larger transfers.

In the Consent treatment, we find that the restriction is somewhat beneficial for the Principal, increasing average transfers from 25.0 to 26.0, however this difference is not statistically significant (p > 0.20 for both tests). Overall these results suggest that a cost of control should only be a primary concern when the principal’s ability to monitor and control the agent is relatively limited.

VI. Conclusion

In this paper we investigate the conditions under which a Principal experiences a cost associated with imposing control on an Agent. The paper identifies settings where there is a significant cost of control, settings where subjects exhibit a behavioral response associated with being controlled but that response is offset by the increase in transfers up to the minimum imposed by control, and settings in which control operates as expected by standard theory, generating no behavioral response and leading to higher transfers on average.

In our experiment, subjects play a simple principal-agent game and have the opportunity to make a non-binding agreement before the roles of Principal and Agent are assigned. In the Baseline treatment, Principals can unilaterally impose a minimum transfer on the Agent, while additional treatments add symmetry to the contracting relationship by making the minimum binding on whichever subject is the agent, and by requiring both parties to agree to the minimum for it to be imposed (i.e. control is imposed bilaterally). We also conduct two additional treatments that (1) remove the agreement stage and (2) increase the minimum transfer associated with control.

Principals in our experiment face a cost of control when: (1) there is a prosocial norm motivating the agent; (2) control is imposed unilaterally and has an asymmetric effect on the agent; (3) control is weak, in that it cannot induce significant effort from the agent; and (4) the agent is does not use control himself when acting as a principal. In all other cases, we find that the principal is no worse off from imposing control.

A number of factors eliminate the cost of control. First, the cost is eliminated when control has symmetric impact (i.e. it affects both players rather than just one). Second, the cost is eliminated if the minimum established by control is high enough. Third, the cost of control is eliminated if the agent being controlled has previously chosen to impose control on others. Furthermore, the cost is reversed so that the principal receives a benefit
of control when the parties do not reach an agreement — and therefore the norms governing behavior are weak — or when the players decide on control bilaterally and control has symmetric effects on both parties.

These results are summarized in Figure 10, which highlights the types of settings where principals should be concerned about a cost of control.

*Figure 10 here*

Our results suggest that principals and firms should be most concerned about a cost of control when they have established a strong norm with the agent (e.g. via an informal agreement or corporate culture), when their monitoring and control technology is weak, and when their relationship with the agent is highly asymmetric (e.g. in an employment context, or a supply chain setting with a dominant party). Costs of control may be less problematic when both parties are on a more even footing (e.g. a joint venture). Firms may be able to diminish the cost if they can also credibly restrict their own bad actions or if they can allow agents to consent to the control.

Our results also reconcile results from a number of papers that have attempted and failed to replicate the results in Falk and Kosfeld (2006). One of the main results described above is that there is only a hidden cost in settings where there is a pro-social norm generating high effort in the settings without control. Falk and Kosfeld (2006) observe subjects giving very high effort in their data when control is not imposed, hence there is a large scope for a behavioral response and little benefit in terms of raising low actions up to the minimum. In the failed replications, like Schnedler and Vadovic (2011), there are many low actions in the absence of control so there is a relatively large benefit to control to more than offset the behavioral response they observe. Ploner et al. (2012) find both directionally negative and directionally positive effects of control depending on the subject pool, and this change in subject pool is also likely affecting the default norm for agent behavior. In addition, Schnedler and Vadovic find that when control is more “legitimate” (e.g. when a principal is preventing the agent from taking from the principal’s endowment) control is less costly – having a good reason for control may make it seem less distrustful in a similar fashion to accepting a mutual form of control. Furthermore, Kessler and Leider (2012) fail to find a behavioral response of imposing control, but their game is quite symmetric on the dimensions described here, namely control affects both parties symmetrically and in most of their treatments it is imposed bilaterally.

This paper used a laboratory experiment to identify boundaries of a behavioral phenomenon. This study showed when Principals should be concerned about using the contractual tools available to them and when they can rely on the standard models to
describe agent behavior. Future research should help map these experimental findings to field environments of interest. In doing so, this future research will help Principals interpret the boundaries of this phenomenon in their organizations. For example, we have introduced a number of relevant questions for a Principal. How symmetric does the impact of control need to be for it to mitigate the cost of control on an agent? Does the contracting process have to be fully bilateral for control to have a benefit or can similar gains be made when an agent provides more limited buy-in to an agreement? Is the default norm high enough in a particular setting for a Principal to be concerned about using control? We have provided a framework that suggests which questions the principal should be asking, and future research can help answer those questions even more concretely.
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Figure 1: Experimental Treatments

<table>
<thead>
<tr>
<th>Symmetry of Control</th>
<th>Single Player</th>
<th>Both Players</th>
</tr>
</thead>
<tbody>
<tr>
<td>Known Agent</td>
<td>Baseline Treatment</td>
<td>Unknown Agent Treatment</td>
</tr>
<tr>
<td>Unilaterally</td>
<td>Baseline Treatment</td>
<td>Unknown Agent Treatment</td>
</tr>
<tr>
<td>Bilaterally</td>
<td>Consent Treatment</td>
<td>Consent Treatment</td>
</tr>
</tbody>
</table>

Figure 2: Percent of Subjects who want an Agreement/Restriction

% Want Agreement

% Want Restriction

<table>
<thead>
<tr>
<th>No Agreement</th>
<th>Agreement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>Unknown Agent</td>
</tr>
<tr>
<td>Baseline</td>
<td>Unknown Agent</td>
</tr>
</tbody>
</table>
Figure 3: Effect of an Agreement on Average Transfers
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Figure 4: Amount Transferred with and without a Restriction (No Agreement)
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Figure 5: Distribution of Transfers with and without a Restriction (No Agreement)
Figure 6: Amount Transferred with and without a Restriction (Agreement)
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Figure 7: Distribution of Transfers with and without a Restriction (Agreement)
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Figure 8: Average Transfer with and without Restriction when no opportunity for an Agreement

Figure 9: Average Transfer with and without High Restriction
Figure 10: Effect of Imposing Control

<table>
<thead>
<tr>
<th>Control Imposed Unilaterally</th>
<th>Control is imposed asymmetrically</th>
<th>Control is imposed symmetrically</th>
</tr>
</thead>
<tbody>
<tr>
<td>Control is weak</td>
<td>No Prosocial Norm</td>
<td>Prosocial Norm</td>
</tr>
<tr>
<td>Supply chain contracts with a dominant party but with low visibility into upstream suppliers</td>
<td>Positive</td>
<td>Agent controls as a principal</td>
</tr>
<tr>
<td>Labor contracts in settings with usually low effort</td>
<td>None</td>
<td></td>
</tr>
<tr>
<td>Supply chain contracts with a dominant party where the dominant party also makes contractual promises (e.g. strategic supplier relationships)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control is strong</td>
<td>Positive</td>
<td>None</td>
</tr>
<tr>
<td>Labor contracts where monitoring is effective in settings with usually low effort</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Labor contracts in settings with usually high effort or good corporate culture</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Labor contracts where monitoring is effective in settings with unusually high effort or good corporate culture</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control Imposed with Bilateral Consent</td>
<td>N/A</td>
<td>Positive</td>
</tr>
<tr>
<td>Joint ventures</td>
<td>Supply chain contracts where there is no dominant party</td>
<td></td>
</tr>
</tbody>
</table>

Note: This figure breaks down the results of the main experiment and additional experiments into three main categories differentiating between settings where we see a robust cost of control (labeled “negative”), no strong evidence of a cost of control (labeled “none”), and a benefit of imposing control (labeled “positive”).
Table 1: Transfers without an Agreement

<table>
<thead>
<tr>
<th>VARIABLES</th>
<th>Transfer (1)</th>
<th>Transfer (2)</th>
<th>Transfer &lt;= 4 (3)</th>
<th>Transfer &lt;= 4 (4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unknown Agent</td>
<td>1.454</td>
<td>-0.0111</td>
<td>(2.594)</td>
<td>(0.0903)</td>
</tr>
<tr>
<td>Mutual Minimum</td>
<td>-0.476</td>
<td>-0.0990</td>
<td>(2.283)</td>
<td>(0.0792)</td>
</tr>
<tr>
<td>Consent</td>
<td>0.372</td>
<td>0.123*</td>
<td>(2.445)</td>
<td>(0.0689)</td>
</tr>
<tr>
<td>Other Restricted in Baseline</td>
<td>3.527***</td>
<td>3.356*</td>
<td>-0.00452</td>
<td>-0.0476</td>
</tr>
<tr>
<td></td>
<td>(1.291)</td>
<td>(1.818)</td>
<td>(0.0414)</td>
<td>(0.0617)</td>
</tr>
<tr>
<td>Other Restricted in Unknown Agent</td>
<td>0.961</td>
<td>4.923</td>
<td>-0.0245</td>
<td>-0.154</td>
</tr>
<tr>
<td></td>
<td>(2.033)</td>
<td>(6.683)</td>
<td>(0.0782)</td>
<td>(0.124)</td>
</tr>
<tr>
<td>Other Restricted in Mutual Minimum</td>
<td>1.992</td>
<td>2.800</td>
<td>0.0821</td>
<td>0.100</td>
</tr>
<tr>
<td></td>
<td>(2.494)</td>
<td>(4.708)</td>
<td>(0.0863)</td>
<td>(0.174)</td>
</tr>
<tr>
<td>Other Restricted in Consent</td>
<td>3.218</td>
<td>7.087*</td>
<td>-0.130**</td>
<td>-0.192**</td>
</tr>
<tr>
<td></td>
<td>(2.480)</td>
<td>(3.748)</td>
<td>(0.0640)</td>
<td>(0.0933)</td>
</tr>
<tr>
<td>First Treatment</td>
<td>4.444***</td>
<td>-0.158***</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(1.061)</td>
<td>(0.0286)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Constant</td>
<td>5.230***</td>
<td>8.752***</td>
<td>0.787***</td>
<td>0.676***</td>
</tr>
<tr>
<td></td>
<td>(1.252)</td>
<td>(1.095)</td>
<td>(0.0391)</td>
<td>(0.0317)</td>
</tr>
<tr>
<td>Observations</td>
<td>1184</td>
<td>575</td>
<td>1184</td>
<td>575</td>
</tr>
<tr>
<td>Number of Subjects</td>
<td>401</td>
<td>298</td>
<td>401</td>
<td>298</td>
</tr>
<tr>
<td>R-squared</td>
<td>0.031</td>
<td>0.022</td>
<td>0.062</td>
<td>0.025</td>
</tr>
</tbody>
</table>

*** p < 0.01, ** p < 0.05, * p < 0.10. Standard errors clustered at the subject level reported in parentheses. The sample is restricted to observations where there was no agreement, and for the Unknown Agent and Mutual Minimum treatments only observations where the principal was the restricter are included. In columns (2) and (4) the sample is further restricted to only the first treatment of a session. All specifications include subject fixed effects. The dependent variable in columns (1) and (2) is the transfer of the agent, in columns (3) and (4) it is a dummy variable that equals one of the transfer was less than or equal to 4.
### Table 2: Transfers with an Agreement

<table>
<thead>
<tr>
<th>VARIABLES</th>
<th>Transfer</th>
<th>Transfer &lt;= 4</th>
<th>Transfer = 40</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1)</td>
<td>(2)</td>
<td>(3)</td>
</tr>
<tr>
<td>Unknown Agent</td>
<td>2.724</td>
<td>3.001</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>(1.975)</td>
<td>(2.039)</td>
<td>(0.0360)</td>
</tr>
<tr>
<td>Mutual Minimum</td>
<td>0.160</td>
<td>-0.957</td>
<td>-0.00953</td>
</tr>
<tr>
<td></td>
<td>(1.813)</td>
<td>(1.854)</td>
<td>(0.0463)</td>
</tr>
<tr>
<td>Consent</td>
<td>-8.639***</td>
<td>-8.892***</td>
<td>0.187***</td>
</tr>
<tr>
<td></td>
<td>(1.470)</td>
<td>(1.834)</td>
<td>(0.0391)</td>
</tr>
<tr>
<td>Other Restricted in Baseline</td>
<td>-2.901***</td>
<td>-2.245*</td>
<td>-3.152**</td>
</tr>
<tr>
<td></td>
<td>(1.074)</td>
<td>(1.144)</td>
<td>(0.0213)</td>
</tr>
<tr>
<td>Other Restricted in Unknown Agent</td>
<td>-4.763*</td>
<td>-2.979</td>
<td>-4.628*</td>
</tr>
<tr>
<td></td>
<td>(2.511)</td>
<td>(5.144)</td>
<td>(0.0552)</td>
</tr>
<tr>
<td>Other Restricted in Mutual Minimum</td>
<td>-2.334</td>
<td>1.541</td>
<td>-2.321</td>
</tr>
<tr>
<td></td>
<td>(1.930)</td>
<td>(2.689)</td>
<td>(0.0487)</td>
</tr>
<tr>
<td>Other Restricted in Consent</td>
<td>3.874***</td>
<td>2.008</td>
<td>4.330**</td>
</tr>
<tr>
<td></td>
<td>(1.481)</td>
<td>(1.997)</td>
<td>(1.865)</td>
</tr>
<tr>
<td>First Treatment</td>
<td>5.779***</td>
<td>5.353***</td>
<td>-0.164***</td>
</tr>
<tr>
<td></td>
<td>(0.796)</td>
<td>(0.888)</td>
<td>(0.0195)</td>
</tr>
<tr>
<td>Constant</td>
<td>24.66***</td>
<td>29.14***</td>
<td>24.99***</td>
</tr>
<tr>
<td></td>
<td>(0.818)</td>
<td>(0.455)</td>
<td>(0.895)</td>
</tr>
<tr>
<td>Observations</td>
<td>2653</td>
<td>1333</td>
<td>2056</td>
</tr>
<tr>
<td>Number of Subjects</td>
<td>443</td>
<td>410</td>
<td>306</td>
</tr>
<tr>
<td>R-squared</td>
<td>0.067</td>
<td>0.007</td>
<td>0.067</td>
</tr>
</tbody>
</table>

*** p < 0.01, ** p < 0.05, * p < 0.10. Standard errors clustered at the subject level reported in parentheses. The sample is restricted to observations where there was an agreement, and for the Unknown Agent and Mutual Minimum treatments only observations where the principal was the restrictor are included. In columns (2), (5) and (8) the sample is further restricted to only the first treatment of a session. In columns (3), (6) and (9) only subjects who requested the agreement in at least 80% of periods for both treatments are included. All specifications include subject fixed effects. The dependent variable in columns (1) to (3) is the transfer of the agent, in columns (4) to (6) it is a dummy variable that equals one if the transfer was less than or equal to 4, in columns (7) to (9) it is a dummy variable that equals one if the transfer was equal to 40.
Table 3: Effect of Subject Behavior as Principal in Baseline Treatment

Panel A: Amount Transferred

<table>
<thead>
<tr>
<th>VARIABLES</th>
<th>Baseline (1)</th>
<th>Unknown Agent (2)</th>
<th>Mutual Minimum (3)</th>
<th>Consent (4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Other Restricted &amp; Used Restriction &lt; 2/3 in Baseline</td>
<td>-4.498***</td>
<td>-2.785</td>
<td>-2.984</td>
<td>-0.167</td>
</tr>
<tr>
<td></td>
<td>(1.550)</td>
<td>(6.252)</td>
<td>(3.561)</td>
<td>(2.015)</td>
</tr>
<tr>
<td>Other Restricted &amp; Used Restriction &gt;= 2/3 in Baseline</td>
<td>-0.216</td>
<td>-3.406</td>
<td>-2.296</td>
<td>6.831***</td>
</tr>
<tr>
<td></td>
<td>(1.696)</td>
<td>(4.936)</td>
<td>(2.660)</td>
<td>(2.272)</td>
</tr>
<tr>
<td>Constant</td>
<td>27.25***</td>
<td>28.93***</td>
<td>27.41***</td>
<td>19.05***</td>
</tr>
<tr>
<td></td>
<td>(0.616)</td>
<td>(1.948)</td>
<td>(1.190)</td>
<td>(0.920)</td>
</tr>
<tr>
<td>Observations</td>
<td>1641</td>
<td>239</td>
<td>255</td>
<td>518</td>
</tr>
<tr>
<td>Number of Subjects</td>
<td>429</td>
<td>123</td>
<td>127</td>
<td>140</td>
</tr>
<tr>
<td>R-squared</td>
<td>0.012</td>
<td>0.008</td>
<td>0.013</td>
<td>0.029</td>
</tr>
</tbody>
</table>

Panel B: Transfer less than or equal to 4

<table>
<thead>
<tr>
<th>VARIABLES</th>
<th>(5)</th>
<th>(6)</th>
<th>(7)</th>
<th>(8)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Other Restricted &amp; Used Restriction &lt; 2/3 in Baseline</td>
<td>0.102***</td>
<td>0.196**</td>
<td>0.0676</td>
<td>-0.0225</td>
</tr>
<tr>
<td></td>
<td>(0.0293)</td>
<td>(0.0916)</td>
<td>(0.0932)</td>
<td>(0.0676)</td>
</tr>
<tr>
<td>Other Restricted &amp; Used Restriction &gt;= 2/3 in Baseline</td>
<td>-0.00238</td>
<td>0.0401</td>
<td>0.0670</td>
<td>-0.183***</td>
</tr>
<tr>
<td></td>
<td>(0.0326)</td>
<td>(0.114)</td>
<td>(0.0751)</td>
<td>(0.0661)</td>
</tr>
<tr>
<td>Constant</td>
<td>0.300***</td>
<td>0.324***</td>
<td>0.265***</td>
<td>0.438***</td>
</tr>
<tr>
<td></td>
<td>(0.0118)</td>
<td>(0.0387)</td>
<td>(0.0325)</td>
<td>(0.0283)</td>
</tr>
<tr>
<td>Observations</td>
<td>1641</td>
<td>239</td>
<td>255</td>
<td>518</td>
</tr>
<tr>
<td>Number of Subjects</td>
<td>429</td>
<td>123</td>
<td>127</td>
<td>140</td>
</tr>
<tr>
<td>R-squared</td>
<td>0.014</td>
<td>0.047</td>
<td>0.010</td>
<td>0.031</td>
</tr>
</tbody>
</table>

Panel C: Transfer equal to 40

<table>
<thead>
<tr>
<th>VARIABLES</th>
<th>(9)</th>
<th>(10)</th>
<th>(11)</th>
<th>(12)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Other Restricted &amp; Used Restriction &lt; 2/3 in Baseline</td>
<td>-0.115***</td>
<td>-0.301***</td>
<td>-0.138</td>
<td>-0.0227</td>
</tr>
<tr>
<td></td>
<td>(0.0395)</td>
<td>(0.101)</td>
<td>(0.111)</td>
<td>(0.0645)</td>
</tr>
<tr>
<td>Other Restricted &amp; Used Restriction &gt;= 2/3 in Baseline</td>
<td>-0.0105</td>
<td>-0.106</td>
<td>-0.0769</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.0343)</td>
<td>(0.118)</td>
<td>(0.0782)</td>
<td>(0.0661)</td>
</tr>
<tr>
<td>Constant</td>
<td>0.512***</td>
<td>0.547***</td>
<td>0.631***</td>
<td>0.361***</td>
</tr>
<tr>
<td></td>
<td>(0.0135)</td>
<td>(0.0406)</td>
<td>(0.0359)</td>
<td>(0.0277)</td>
</tr>
<tr>
<td>Observations</td>
<td>1641</td>
<td>239</td>
<td>255</td>
<td>518</td>
</tr>
<tr>
<td>Number of Subjects</td>
<td>429</td>
<td>123</td>
<td>127</td>
<td>140</td>
</tr>
<tr>
<td>R-squared</td>
<td>0.014</td>
<td>0.079</td>
<td>0.031</td>
<td>0.006</td>
</tr>
</tbody>
</table>

*** p < 0.01, ** p < 0.05, * p < 0.10. Standard errors clustered at the subject level reported in parentheses. The sample is restricted to observations where there was an agreement, and for the Unknown Agent and Mutual Minimum treatments only observations where the principal was the restrictor are included. All specifications include subject fixed effects. The dependent variable in panel A is the transfer of the agent, in panel B it is a dummy variable that equals one if the transfer was less than or equal to 4, in panel C it is a dummy variable that equals one if the transfer was equal to 40.