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Abstract
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1. **Introduction**

In the absence of competitive markets for internally traded products and services, why do some firms base transfer prices on internal costs and others allow managers to negotiate prices?¹ Allowing managers to bargain over transfer prices has several drawbacks: the time that managers spend bargaining is lost to other productive activities; if negotiations take too long, the firm may miss some market opportunities; and if haggling leads to ill-will between managers, the firm may suffer from sub-optimal decisions and conflict (see Brickley, et al., 2004; Kaplan and Atkinson, 1998; Simons, 2000). Faced with these issues, why do firms ever let managers bargain over transfer prices? And what economic characteristics predict the preferred pricing method?

In any large firm, local managers have private information – superior knowledge of local conditions, business processes, and potential cash flows. Other parties in the firm rely on local managers’ reports, but there are two important problems with this. First, a local manager may distort information; if truthful reports are desired, top management must provide appropriate incentives. Second, transferring local knowledge may be costly – it may be difficult or impossible for the local manager to fully describe the precise links between local information, the multitude of local decisions, all of the available alternatives, and the potential cash flows. And it may be difficult or impossible for other parties in the firm to quickly understand and act upon the local manager’s reports. We show that it is the ability to communicate knowledge to top managers and others that is a key factor determining the preferred transfer-pricing method. Specifically, the more difficult it is to transfer the local knowledge of the supplying division, the more attractive is negotiated pricing.

The costs of transferring local knowledge to top managers and others vary widely across divisions, across firms, and over time. A number of factors influence these costs: the nature and complexity of local knowledge; the cultural, educational, and on-the-job training backgrounds of divisional and top managers; the necessity for rapid responses to changes in local conditions; the firm’s size; the technology for communicating local information; and the geographic reach of the firm (Brickley, et al., 2004; Christie, et al., 2003; Demsetz, 1988; Jensen and Meckling, 1992).

¹ Practitioners and academics recognize the importance of transfer pricing. A survey reports 73% of managers think it important to price internal transfers to maximize operating performance (Ernst & Young, 1999). Negotiated and cost-based methods are common in practice (Atkinson, 1987; Price Waterhouse, 1984; Tang, 1993). Hirshleifer (1956), Edlin and Reichelstein (1995), Baldenius, et al. (1999), and Vaysman (1996; 1998) analytically establish the contracting benefits of transfer pricing in various economic environments.
We use the term “information-technology (IT) constraints” to describe the limitations of the firm’s formal and informal information systems when transferring local divisional knowledge to top managers.\(^2\) This describes a continuum: in the extreme “IT-unconstrained” case, it is possible for the local manager to quickly and costlessly report on everything of local economic relevance (top managers must still provide truth-telling incentives if they desire truthful reports); at the other extreme, IT constraints are so severe that the local manager cannot provide any relevant reports whatsoever (reporting incentives are then not an issue). Of course, neither extreme is realistic: all firms rely on divisional reports, yet no reporting technology fully communicates everything about local conditions.

In the extreme “IT-unconstrained” case, cost-based transfer pricing works well. Divisional managers are given contracts that provide them incentives for truthful reporting (this, of course, costs the firm but cannot be avoided). Top management then receives all the relevant information about the supplying division, computes the relevant outlay and opportunity costs of internal trade, and sets the price equal to the total relevant cost. The buying division’s internal-ordering decision is then optimal from the firm’s point of view; but since top managers could simply impose this internal-ordering decision, it is not clear why the firm is organized into profit centers in the first place. Constrained IT provides an answer: if it is not possible to communicate all the relevant local information, two profit centers and cost-based transfer pricing guarantee superior decisions (Vaysman, 1996).

But, if IT constraints prevent local managers from fully and quickly reporting on everything of relevance to local cash flows, top management must rely on a concise but incomplete estimate of the supplying division’s costs to optimally set the cost-based transfer price. Even with contractual incentives for truthful reporting, top management cannot get all the relevant information necessary to compute the relevant cost of internal trade. At best, the cost-based transfer price is set to equal top managers’ estimate of the relevant cost (given their necessarily incomplete information). In Section 3 of the paper, we show that, since this cost estimate is by necessity sometimes too high and sometimes too low, the buying division’s internal-ordering decision is suboptimal.

On the other hand, when divisional managers bargain over the transfer price (and thus, effectively,

---

\(^2\) Low IT constraints characterize a local division with low costs of transferring knowledge to top management; high IT constraints – a division with high knowledge-transfer costs. Jensen and Meckling (1992) describe this continuum as “general” vs. “specific” knowledge. Demsetz (1988) and Christie, et al. (2003) use the terms “nonspecialized” and “specialized” knowledge.
over whether to trade internally), top management can use divisional-profit-based compensation to ensure that the managers come to a price agreement only if it is in the firm’s interest to transfer internally. The internal-trade decision thus incorporates the managers’ local information better than under cost-based pricing. This is the informational advantage of the negotiated method. We compare this advantage with the organizational and opportunity costs the firm faces from managers’ bargaining. To capture these costs, we use a multi-period offer-counteroffer bargaining model. We show that top management can use compensation schemes and bargaining rules to guarantee that divisional managers agree on a transfer price quickly. Negotiated transfer pricing is then superior to the cost-based method when offers and responses happen rapidly (this is formalized in Theorems 2 and 4).

We also consider the implications of improvements in a firm’s knowledge-transfer systems. As IT improves, expected profits increase under both methods. But they increase faster with cost-based pricing: IT improvements enhance the supplying manager’s ability to communicate local knowledge and, consequently, top management’s ability to set transfer prices that approximate the relevant costs of internal trade. The informational advantage of the negotiated method decreases with IT improvements, and is eventually outweighed by the opportunity and organizational costs of managers’ bargaining. Thus, with sufficiently unconstrained IT, the cost-based method generates higher profits than negotiated transfer pricing; we document this in Theorem 3.

An important caveat is that our study does not address two important practical issues. First, to simplify the analysis, we do not consider the effect of taxes on transfer-pricing method choice. Income taxes, tariffs, and domestic content laws influence a firm’s transfer-price decisions, while national tax laws and international treaties constrain the firm’s choices. Our results apply directly to situations where the tax effects are not an overriding consideration for internal trade, either because the trade does not cross tax

---

3 Two papers compare negotiated with cost-based pricing schemes without explicitly considering opportunity costs of bargaining: Baldenius, et al. (1999) study the setting with symmetric information, and Baldenius (2000) with asymmetric information. They represent price negotiations by a static surplus-sharing rule and focus on specific investments and the hold-up problem as the key incentive issues under incomplete contracting. By contrast, we use dynamic bilateral bargaining to represent negotiations, allowing us to focus on bargaining time as an important organizational variable and to trade off the opportunity costs of the time spent bargaining against the informational advantage of the negotiated method.

4 The taxation literature studies several related issues: (i) the impact of tax rates and regulations on production, location, and pricing decisions (Copithorne, 1971; Halperin and Srinidhi, 1987; Harris and Sansing, 1998; Horst, 1971; Samuelson, 1982); (ii) incentives to make investments in incomplete-contract settings (Sansing, 1999; Smith, 2002); (iii) computations of optimal transfer prices as functions of different tax rates (Baldenius, et al., 2003; Narayanan and Smith, 2000). In contrast, we focus on the incentive, coordination, and performance-evaluation objectives of transfer prices.
jurisdictions, or because the firm maintains a system of transfer prices for performance evaluation separately from tax transfer prices (see Ernst & Young, 1999; Springsteel, 1999). Where tax effects are important, our model can be extended to include these effects, along the lines of Baldenius et al. (2003).

Second, when a firm is implementing a cost-based pricing system, divisional managers may expend time and effort attempting to influence the system’s design. But, as is typical in standard models of mechanism design with private information, it is optimal for the top management to disallow any influence activities by proposing the cost-based system to the managers in a “take-it-or-leave-it” fashion. Our analysis of optimal contracting under cost-based pricing thus does not admit the possibility that there are opportunity costs of managerial time from system-design-stage influence activities.

2. The model

2.1 Basic model with unconstrained information technology

The firm consists of headquarters (HQ) and two divisions: production and marketing. HQ represents the firm’s risk-neutral owners. Manager 1’s production division manufactures an intermediate product that serves as the input to Manager 2’s marketing division; the product is not available in any outside market. The marketing division finishes and sells the product, earning revenues for the firm (net of any marketing division costs). For simplicity, the quantity \( q \) of the intermediate product is either zero or one – the relationship between divisions is one of procurement.\(^5\)

Each risk-neutral manager has a wealth of local knowledge relevant for the decisions that affect divisional cash flows. Much of each manager’s relevant local knowledge is private.\(^6\) We use a standard technique for representing informational asymmetry in firms: we condense all of manager \( i \)’s private knowledge into a single private-information variable \( \theta_i \), for \( i \in \{1, 2\} \). The set of possible realizations of

\(^5\) We use the procurement scenario, with \( q \) equal to zero or one, for simplicity. The model can be extended to incorporate multiple quantity levels, with similar results about preferred transfer-pricing methods. The key differences are: (i) the optimal cost-based transfer price is a function of quantity (it is still a marginal-cost plus a markup price); and (ii) the bargaining procedure under negotiated pricing has two stages: the firm requires the managers to first bargain over the quantity, and then to bargain over the price (as suggested by Brickley, et al., 2004). Even in the procurement setting, unless divisional managers can communicate all of their local knowledge to the firm’s HQ freely and instantaneously, divisional structure and delegation of decisions to managers provide the firm higher profits than a single HQ-managed responsibility center.

\(^6\) Local decisions include scheduling, procurement, quality control, human-resource management, advertising, and distribution. Some examples of relevant local knowledge, for the production division, include input prices; wages; the tradeoffs inherent in product design; knowledge of current and replacement production technologies; employee-satisfaction levels; knowledge of product and process engineering; quality and reliability of local suppliers; and alternative uses of various constrained resources. For the marketing division, examples include knowledge of various markets, channels, and customers; current demand conditions; competitors’ products and prices; and the competitive dynamics of the product market.
this manager’s private information is \( \Theta_i = [\theta_i, \bar{\theta}_i] \), with lower realizations of private information (e.g. low product-defect rates in the production division) representing “good news” about divisional environment.

The private-information variables are independent. The probability distribution function of \( \theta_i - F_i(\theta_i) \) – is common knowledge and has a continuous density function \( f_i(\theta_i) \). Analyses of contracting and organizational design with private information rely on a standard assumption about the distribution of private information: the risk ratio \( \left[ F_i(\theta_i) / f_i(\theta_i) \right] \) is increasing in \( \theta_i \). This condition holds for most standard distribution functions (such as the uniform, normal, chi-squared, and exponential). It guarantees that the efficient divisional operations in (2) and (3) are monotone in the manager’s private information; this, in turn, allows the replacement of the global incentive constraints by local incentive constraints in the HQ’s profit maximization program.

After learning private information, each divisional manager makes decisions and takes actions affecting the firm’s cash flows. Many of these decisions are potential sources of conflict with HQ (two examples are: a manager’s choice of effort, valuable to the firm but costly to the manager; and consumption of perquisites, valued by a manager but costly to the firm). It is standard to convert incentive problems with unobservable actions and private information into economically equivalent pure-private-information representations by eliminating the action variables (see footnote 7 below for an illustration of this conversion; Demski and Sappington, 1984 and Guesnerie and Laffont, 1984 document the equivalence of the two representations).

With the pure-private-information representation, the productive parameter \( z_i \in Z_i \subset \mathbb{R}^+ \) represents manager \( i \)'s operating decisions that are valuable to the firm but costly to the manager, as follows: the firm’s cost \( C(q, z_i) \) is strictly decreasing in \( z_i \); revenue \( R(q, z_2) \) is strictly increasing in \( z_2 \); but manager \( i \)'s personal cost function \( \theta_i(z_i, \theta_i) \) is strictly increasing in \( z_i \). Productive parameters thus capture the effects of both private information and unobservable actions on the firm’s cash flows.\(^7\) For simplicity, we assume that

\(^7\) This pure-private-information model with personal costs as functions of private information and productive parameters is a convenient representation of an economic setting where managers have private information and take unobservable actions (either must supply personally costly effort or consume slack). To illustrate, suppose the production manager can reduce the production division’s cost with unobservable effort \( a \) at a personal cost \( a^2 \). If the production division’s cost – a function of private information and effort – equals \( [\theta_i / a]^2 \), this private-information-and-effort situation can be converted to the pure-private-information one of this paper by eliminating the effort variable as follows. Set \( z_i = [\theta_i / a] \) and treat \( z_i \) as the variable of analysis, with \( C(1, z_i) = [z_i]^2 \) and \( V_i(z_i, \theta_i) = [\theta_i / z_i]^2 \), the two representations are economically equivalent; the pure-private-information one is more convenient to analyze.
the personal-cost functions are multiplicatively separable in strictly increasing differentiable functions of the productive parameter and private information (this does not affect the main results):

\[ V_i(z_i, \theta_i) = h_i(z_i)v_i(\theta_i) \quad \text{for } i \in \{1, 2\}. \]  

We use \( x_i \) to represent manager \( i \)'s compensation. Each manager is free to quit after learning private information; compensation must then be high enough to assure that the manager’s expected utility exceeds a reservation level, normalized to zero. We impose enough structure on the cost and revenue functions to assure that the firm’s problem has a well-defined solution.\(^8\)

We focus on the incremental impact of internal trade and thus, normalize to zero divisional cash flows when no internal trade takes place: \( C(0, z_1) = R(0, z_2) = 0 \) for all \( z_1, z_2 \). The cost function captures all costs incremental with respect to the transfer decision. The issue of full-cost versus marginal-cost pricing thus does not arise in our model – full costs and marginal costs are the same.

So far, in this standard asymmetric-information model of the firm, there are no constraints on: (i) the managers’ abilities to communicate all local knowledge to HQ costlessly and instantaneously, and (ii) HQ’s ability to completely understand and act upon this knowledge costlessly and instantaneously. The Revelation Principle then implies that there is no value to decentralization, divisional structure, transfer pricing, or divisional performance evaluation. HQ maximizes the value of the firm by asking divisional managers for their local information, providing them contractual incentives to reveal that information truthfully, and then making all the decisions about the firm’s operations. To convince each manager to reveal private information truthfully, HQ must pay a premium above the manager’s reservation wage. This compensation premium is known as informational rent; it reduces the firm’s profits relative to the first-best setting without private information.

In the second-best setting with private information but without IT constraints, HQ’s expected payment to each manager equals \( E_{\Theta_i} \left[ h_i(z_i)h_i(\theta_i) \right] \), where \( h_i(\theta_i) = v_i(\theta_i) + \frac{F_i(\theta_i)}{f_i(\theta_i)} v_i'(\theta_i) \); note that this exceeds the manager’s expected personal cost \( E_{\Theta_i} \left[ h_i(z_i)v_i(\theta_i) \right] \).\(^9\) We use the term pre-transfer cost to

\(^8\) For this, it is sufficient that (i) \( C(1, z_1) + V_1(z_1, \theta) \) is strictly convex in \( z_1 \); and (ii) \( R(1, z_1) - V_2(z_2, \theta) \) is strictly concave in \( z_2 \).

\(^9\) \( E_S[\cdot] \) is the expectations operator over the set \( S \). For details on computing informational rents and solving standard private-information contracting problems, see Fudenberg and Tirole (1991). Note that Fudenberg and Tirole (1991), among others, refer to \( \{ h_i(z_i)h_i(\theta_i) \} \) (capturing the manager’s personal cost \( h_i(z_i)v_i(\theta_i) \) and informational rent) as virtual cost. We refer to this as manager’s compensation, to clearly distinguish this term from the production division’s costs.
refer to the firm’s relevant costs in the production division: the sum of production costs $C(1, z_i)$ and the production manager’s compensation $b_1(z_i)h_1(\theta_i)$. We use post-transfer net revenues to refer to the difference between the marketing division’s revenues $R(1, z_i)$ and the marketing manager’s compensation $b_2(z_i)h_2(\theta_i)$. To maximize the value of the firm, HQ maximizes the difference between the post-transfer net revenues and the pre-transfer production costs. When internal trade takes place, efficient production-division operations $\bar{z}_i(\theta_i)$ minimize the pre-transfer cost; this optimally trades off cost reductions in divisional cost $C(1, z_i)$ and increases in required compensation $b_1(z_i)h_1(\theta_i)$:

$$
\bar{z}_i(\theta_i) = \arg\min_{z_i \in z_i} \left[ C(1, z_i) + b_1(z_i)h_1(\theta_i) \right].
$$

Likewise, from the firm’s perspective, efficient operations $\bar{z}_2(\theta_2)$ for the marketing division maximize the post-transfer net revenue; this optimally trades off increases in revenues $R(1, z_2)$ and increases in required compensation $b_2(z_2)h_2(\theta_2)$:

$$
\bar{z}_2(\theta_2) = \arg\max_{z_2 \in z_2} \left[ R(1, z_2) - b_2(z_2)h_2(\theta_2) \right].
$$

The firm’s gains from internal trade when divisions operate efficiently are

$$
\left[ R(1, \bar{z}_2(\theta_2)) - b_2(\bar{z}_2(\theta_2))h_2(\theta_2) \right] - \left[ C(1, \bar{z}_1(\theta_1)) + b_1(\bar{z}_1(\theta_1))h_1(\theta_1) \right].
$$

If the gains in (4) are positive, HQ mandates internal trade. Conversely, when the gains are negative, internal trade reduces the firm’s profits, and HQ prohibits it. Figure 1 shows a typical efficient pre-transfer total cost function. The efficient net revenue function is constant with respect to changes in the production manager’s private information. The gains from trade are thus strictly decreasing in the manager’s private information.

**Figure 1.** Efficient pre-transfer cost of the production division and the incremental impact of internal trade for any value $\hat{\theta}_i$ of the marketing manager’s private information. The firm benefits from internal trade if and only if $\theta_\ell \leq \hat{\theta}_i$.

Figure 2 shows that the managers’ private-information spaces are partitioned into two regions:

1. **Production Manager’s Private Information**
2. **Gains from Internal Trade**
3. **Cost** $C(1, \pi(\theta)) + h_1(\pi(\theta))h_1(\theta)$
4. **Revenue** $R(1, \pi(\theta)) - b_2(\bar{z}_2(\theta_2))h_2(\theta_2)$
internal trade when private-information realizations are good enough to yield non-negative gains from trade, and no internal trade otherwise. We assume that the internal-trade decision is non-trivial: the probability that the firm benefits from internal trade is positive but less than 1.
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**Figure 2.** Optimal internal-trade decision rule \( q^\alpha (\theta_1, \theta_2) \) in the absence of any IT constraints and transfer prices. The breakeven point \((\hat{\theta}_1, \hat{\theta}_2)\) from Figure 1 is on the boundary between the “trade” and the “no-trade” regions.

### 2.2 Information technology constraints and profit-sharing contracts

For the remainder of the paper, we discard the assumption that the managers can freely and instantaneously transfer all local information to HQ. Each manager’s knowledge is rich, multi-dimensional, and specific to local operations. Transferring some local knowledge to HQ is almost free (examples are input prices and quantities). Other knowledge is specific and costly to transfer (examples include technological expertise, product-design tradeoffs, product and process engineering, market conditions, competitors’ strategies, customer relationships, and alternative uses of constrained resources).

To develop transparent intuition and describe the implications of IT constraints for transfer pricing in a tractable setting, we initially limit only the production manager’s ability to communicate with HQ (in Section 6 we show that the main results hold when neither manager can fully communicate all local knowledge to HQ). It is certainly too costly for the production manager to fully explain to HQ the precise links between local knowledge, the multitude of decisions the manager makes, and the resultant divisional cash flows. Instead, the manager provides HQ with a report, such as a divisional budget, which includes aggregated representations. The financial language of budgets captures the complexity of the production manager’s local knowledge concisely but not completely. Further, there is a delay between the time the manager learns new information and the time HQ can internalize it and act upon it. HQ can then enhance the value of the firm by delegating decision rights to divisional managers and compensating them based on divisional profits.

While we do not explicitly model communication and processing costs, the technique introduced by
Melumad et al. (1992) allows us to represent them. Formally, the manager’s reports to HQ can take on at most $k$ distinct values. The restriction does not specify how the manager communicates with HQ, or what the manager reports. It simply forces the size of the reporting set $M_1$ to be smaller than the size of the manager’s local-information set $\Theta_1$; this makes it impossible for the manager to explain everything of local relevance to HQ. But the following important result allows us to relate the reporting restriction to the common practice of divisional budgeting (the result also allows us to narrow the set of managerial-compensation contracts HQ needs to consider).

The technical result is that, with the reporting restriction, it is optimal for HQ to (i) partition the production manager’s private-information space into $k$ intervals; and (ii) offer a contract that convinces the manager to truthfully report which of the intervals contains the manager’s private information (see Step 2 of the proof of Theorem 1). We number these intervals in order of increasing $\theta$, use $\Theta^u_i$ to refer to the $u^{th}$ interval, and use $\bar{\theta}^u_i$ to refer to the upper bound of the $u^{th}$ interval, for $u \in \{1, \ldots, k\}$. The production manager’s reporting set is then $M_1 = \{\Theta^1_1, \Theta^2_1, \ldots, \Theta^k_1\}$; HQ requests that the manager report the interval $\Theta^u_i$ that contains the local information. The manager’s report is strategic – the manager maximizes expected utility and reports truthfully only if given appropriate contractual incentives. But, since it is optimal for HQ to use contracts that give incentives for truthful reporting, for the remainder of the paper we focus on these truth-inducing contracts.

To illustrate the formal technique and the link to divisional budgeting, consider an extreme case of IT constraints: $k = 2$. The production manager’s private information space is divided into 2 intervals: divisional conditions are “favorable” when the manager’s private information is in the interval $\Theta^1_1$; “unfavorable” when private information is in $\Theta^2_1$:

$$
\begin{align*}
\theta &\leq \bar{\theta}^1 & \Theta^1_1 \leq \theta < \bar{\theta}^2 \\
\end{align*}
$$

The production manager’s reports have two economically equivalent interpretations: (i) reports about local private information (e.g. “favorable” or “unfavorable”), and (ii) budgets, or cost estimates (e.g. low or high). For example, when the manager reports that local conditions are “favorable”, HQ cannot precisely

---

10 The intuition is similar to (but, because of IT constraints, not identical to) the Revelation Principle. Any contracting outcome where the manager’s reporting strategy is to distort his information can be replicated by a contract where HQ commits to apply the same distortion to the manager’s report. In the replicating contract, the manager thus has the incentive to report truthfully. Note that since we do not limit the marketing manager’s ability to communicate with HQ until Section 6, the Revelation Principle implies that this manager’s reporting set $M_2$ is the same as the private-information set $\Theta_2$. 

forecast either how the manager will operate the division or what the pre-transfer costs will be. But the “favorable” report corresponds to a unique cost budget. Consider any contract that pays the production manager a share $\alpha_i$ of divisional profit, with divisional profit computed by $T - C(1, z_i)$ — some internal transfer price minus divisional cash flows (we use profit-sharing contracts in the analysis below). The manager will operate the division to maximize the difference between divisional-profit-based compensation and personal cost; from the manager’s point of view, optimal divisional operations $z_i^*$ will depend on local information $\theta_i$ and the manager’s profit share $\alpha_i$: $z_i^* (\alpha_i, \theta_i) \in \arg \max_{z_i} \left[ \alpha_i \left( T - C(1, z_i) \right) - b_i (z_i) v_i (\theta_i) \right]$. Lacking full knowledge about the division, HQ cannot predict exactly what the divisional costs $C(1, z_i^* (\alpha_i, \theta_i))$ will be. But HQ can compute (i) the expected divisional cost $E_{\Theta_i} \left[ C(1, z_i^* (\alpha_i, \theta_i)) \right]$; and (ii) the production manager’s expected divisional-profit-based compensation.

The manager’s report that local conditions are “favorable” is thus equivalent to the manager budgeting divisional costs at $E_{\Theta_i} \left[ C(1, z_i^* (\alpha_i, \theta_i)) \right]$. HQ can request that the manager provide either (i) direct reports about private information, or (ii) budgets; the two reporting systems are identical. For exposition, we will call the production manager’s reports “budgets,” with the understanding that “a budget report $\Theta_i^u$” refers to the budget $E_{\Theta_i^u} \left[ C(1, z_i^* (\alpha_i (\Theta_i^u), \theta_i)) \right]$. It is useful for the analysis below to define the “typical” private-information realization $\theta_i^u$ in the interval $\Theta_i^u$, which can be derived from $h_i (\theta_i) = E_{\Theta_i^u} \left[ h_i (\theta_i) \right]$.

In summary, the production manager sends HQ budgets (i.e. cost estimates), but these budgets cannot fully describe the production division’s economic environment. HQ can neither perfectly predict what the production manager’s operating decisions will be nor exactly what production costs will be. Since it is optimal for HQ to provide incentives for “truthful” budgeting, HQ can forecast that production costs will be in a certain range, but there will be variances from the budget.\footnote{This technique also allows us to capture variations in IT constraints. As $k$ gets larger, HQ’s understanding of the production division becomes more accurate; expected variances between the manager’s budget and realized costs decrease. We use this in Section 5 to analyze the implications of changes in IT constraints for the firm’s transfer-pricing method choices.}

With IT constraints on the production side, there is a benefit to delegating local decisions to divisional managers and guiding internal trade via a system of internal prices and divisional-profit-based compensation. We now turn to the analysis of cost-based and then negotiated transfer pricing.
3. Cost-based transfer pricing with information technology constraints

With cost-based pricing, HQ sets the transfer price using the production manager’s cost budget. If the managers trade at some price $T$ and divisional cash flows are $C(1,z_1)$ and $R(1,z_2)$, divisional profits equal $[T - C(1,z_1)]$ for production and $[R(1,z_2) - T]$ for marketing. Each manager’s compensation consists of a fixed salary and a share of divisional profit. HQ uses budget-based compensation plans: manager $i$’s budget $m_i$ determines that manager’s fixed salary $\beta_i(m_i)$ and the profit share $\alpha_i(m_i)$. The marketing manager decides whether or not to place an order; we use $q^{CB}(\cdot)$ to represent this decision. It is optimal for HQ to make take-it-or-leave-it contractual offers to each divisional manager; the managers are thus not allowed to attempt to negotiate contractual terms or to otherwise attempt to influence the design of the cost-based transfer-pricing system. The sequence of events is in the timeline below.

When designing the cost-based pricing system, HQ has three contracting variables – divisional-profit shares, fixed salaries, and the transfer price – to tackle three related incentive questions:

1. Will the managers truthfully budget costs and revenues?
2. Will the managers trade internally if and only if it is in the firm’s interest?
3. When the managers trade internally, will they operate their divisions optimally?

We answer these questions using backward induction, starting at the right-hand-side of the timeline. First, we examine the managers’ operating decisions following marketing’s internal order (and how HQ influences these decisions). Armed with predictions about operating decisions, we next consider the marketing manager’s internal-ordering decision (and how HQ influences this decision). Last, we describe how HQ convinces the managers to produce truthful budgets.

12 Note the following key ingredients of our model of cost-based transfer pricing: the transfer price is based solely on the report of the production manager; the production manager can not refuse to fill an order placed by marketing; and each manager’s compensation contract is independent of the other manager’s report. We comment on these modeling choices below, in the discussion following Theorem 1.
**Divisional operations.** If the marketing manager orders the product, each manager operates his division to maximize personal utility, and, following production and sale, receives both a fixed salary and a share of his division’s profit. We use $z_i^{CB}(m_i, \theta_i)$ to represent manager $i$’s divisional operating decision (to make the decision, each manager trades off increases in personal costs and in compensation). By now, each manager has sent divisional budgets to HQ, and HQ has announced the cost-budget-based transfer price $T$.

Conjecturing for the moment that HQ can provide incentives for truthful reporting, the marketing manager’s operating decision maximizes the difference between divisional-profit-based compensation $(\alpha_2(\theta_2)\left[R(1,z_2) - T\right])$ and personal cost $\left[b_2(z_2)v_2(\theta_2)\right]$:

$$z_2^{CB}(\theta_2, \theta_i) = \arg \max_{z_2 \in Z_2} \left[\alpha_2(\theta_2)R(1,z_2) - b_2(z_2)v_2(\theta_2)\right].$$

(5)

The production manager’s operating decision maximizes the difference between profit-sharing payment $(\alpha_1(\Theta^*_1)(T - C(1,z_i)))$ and personal cost $\left[b_1(z_i)v_1(\theta_i)\right]$:

$$z_1^{CB}(\Theta^*_1, \theta_i) = \arg \min_{z_1 \in Z_1} \left[\alpha_1(\Theta^*_1)C(1,z_1) + b_1(z_i)v_1(\theta_i)\right].$$

(6)

Divisional-profit shares are HQ’s only means of guiding the managers’ divisional operating decisions; the cost-based transfer price does not affect them, because the price is set before the managers make these decisions. Further, divisional operations do not depend on how the firm prices transfers: based on cost or on managers’ negotiations. Different prices, and different pricing methods, determine only whether there is internal trade. This simplifies the later comparison of the two methods. Divisional operating decisions $z_i^{CB}(\Theta^*_i, \theta_i)$ and $z_2^{CB}(\theta_2, \theta_i)$ that are optimal under the cost-based method are available with negotiated pricing – HQ simply uses the same divisional-profit shares. The profit shares that convince the managers to operate their divisions efficiently are

$$\alpha_i(\theta_i) = \frac{b_i(z_i)v_i(\theta_i)}{b_i(z_i)v_i(\theta_i) + \alpha_2(\theta_2)R(1,z_2) - b_2(z_2)v_2(\theta_2)}.$$

13 After HQ and manager $i$ agree on the manager’s compensation contract $\alpha_i(\bullet), \beta_i(\bullet)$, the key variables that influence the manager’s operating decisions are (i) local information $\theta_i$ and (ii) the manager’s report $m_i$. To simplify the notation, we can then write the manager’s operating decision $z_i^{CB}(m_i, \theta_i)$ as just a function of these two variables. Below, we further simplify the notation: since it is optimal for HQ to provide the managers contractual incentives for truthful reporting, under efficient cost-based transfer pricing the marketing manager reports truthfully, i.e. $m_i = \theta_i$.

14 The optimal profit shares are not central to the analysis below; we state them here to describe the optimal transfer price. For the marketing manager, comparison of the operating decision in (5) with the second-best decision in (3) points to the optimal profit share in (7); the production manager’s profit share takes a similar form, but subject to IT constraints. The derivations of the optimal operating decisions (and thus the optimal profit shares) are in steps 1 and 3 of the proof of Theorem 1. Note that each manager’s profit share can be written as the ratio of personal cost $b_i(z_i)v_i(\theta_i)$ and expected compensation $b_i(z_i)h_i(\theta_i)$, which are both strictly positive terms. Accordingly, the profit shares $\alpha_i(\theta_i)$ are strictly positive. In fact, because compensation exceeds personal cost, the profit shares are in the interval $(0,1)$. 
\[ \alpha_1(\Theta^r) = \frac{v_1(\theta^u)}{h_1(\theta^r)} \quad \text{and} \quad \alpha_2(\theta_2) = \frac{v_2(\theta_2)}{h_2(\theta_2)}. \] (7)

**Internal trade.** Having set the profit shares to guarantee efficient divisional operations, HQ guides internal trade using the cost-based transfer price.¹⁵ The marketing manager orders the product if and only if, given the transfer price, his divisional profit share exceeds his personal cost:

\[ \alpha_2(\theta_2) \left[ R \left( \frac{z_{CB}^u(\theta_2, \Theta^r)}{\Theta^r} \right) - T(\Theta^r) \right] \geq b_2 \left( z_{CB}^u(\theta_2, \Theta^r) \right) v_2(\theta_2). \]

Dividing both sides of this inequality by the profit-sharing parameter \( \alpha_2(\theta_2) \) from (7) and rearranging, from the marketing manager’s point of view, internal trade is attractive if and only if

\[ R \left( \frac{z_{CB}^u(\theta_2, \Theta^r)}{\Theta^r} \right) - b_2 \left( z_{CB}^u(\theta_2, \Theta^r) \right) h_2(\theta_2) \geq T(\Theta^r). \] (8)

The firm, on the other hand, benefits from internal trade as long as the marketing division’s post-transfer net revenues (with efficient marketing operations) exceed the production division’s pre-transfer costs (with efficient production operations). The left-hand-side of the marketing manager’s internal-order decision rule (8) equals the marketing division’s post-transfer net revenues. Can HQ use the cost-based transfer price on the right-hand-side of (8) to convince the manager to internalize the production division’s pre-transfer costs? Because of IT constraints, the answer is no – the production manager’s budget cannot reveal *everything* about the production division; and lacking complete knowledge about the production division, HQ cannot design a cost-based pricing rule that communicates the relevant outlay and opportunity costs of internal trade to the marketing manager. At best, HQ uses the cost-based transfer price to communicate HQ’s *estimate* of the total relevant cost, given HQ’s necessarily incomplete information. This estimate equals the production manager’s budget \( E_{\Theta^r} \left[ C \left( \frac{z_{CB}^u(\Theta^r, \theta_1)}{\Theta^r} \right) \right] \) plus a mark-up for the manager’s expected compensation:

\[ T(\Theta^r) = E_{\Theta^r} \left[ C \left( \frac{z_{CB}^u(\Theta^r, \theta_1)}{\Theta^r} \right) + b_1 \left( z_{CB}^u(\Theta^r, \theta_1) \right) \right] v_1 \left( \frac{\Theta^r}{\Theta^u} \right) h_1(\theta_1). \] (9)

Then, using (8), the marketing manager orders if and only if there are *expected* gains from trade in the reporting interval \( \Theta^r \). The formal result is in Theorem 1 below; we illustrate it in Figures 3 and 4 for extreme

---

¹⁵ A common criticism of cost-based transfer prices is that they allow producers to export cost inefficiencies. Here, however, the profit shares prevent cost inefficiencies from being passed on to marketing because (i) the profit shares induce efficient divisional operations, and (ii) the transfer price is based on a cost budget, with any inefficiencies borne by production (although our one-period model does not address the possibility of production overestimating the current period’s budget to “pad” future budgets).
(k = 2) IT constraints. Here the production manager’s budget can take on only two values: “low” or “high.” The transfer price is based on this budget. Thus, HQ can set at most two different transfer prices: one when the manager’s local information is “unfavorable” (θ_i ∈ Θ^2_i), and a lower price when the information is “favorable” (θ_i ∈ Θ^1_i). This triggers two types of inefficiencies for the firm: the “no-trade inefficiency” when the marketing manager does not order, even though the firm would benefit from internal trade; and the “trade” inefficiency when the marketing manager does order, even though internal trade destroys profits.

We illustrate the “no-trade” inefficiency in Figure 3 for a given value of the marketing manager’s private information. The firm benefits from internal trade as long as the production manager’s local information is below the breakeven value \( \hat{\theta}_i \); but since the single transfer price in the reporting interval Θ^2 is higher than the post-transfer revenue (left-hand side of inequality (8)), the marketing manager does not order when the production manager’s private information is anywhere in Θ^2_i. The shaded area in Figure 3 shows the extent of the firm’s loss; in Figure 4, in the unshaded triangles between the cost-based trading boundary and the gains-from-trade boundary the marketing manager does not order even though the firm would benefit.

Conversely, for a subset of private-information realizations the marketing manager orders the product even though internal trade reduces the firm’s profits. This takes place when the post-transfer net revenues are greater then the transfer price but less than the production division’s pre-transfer cost. The “trade” inefficiencies are in the shaded triangles between the two boundaries in Figure 4.

![Figure 3. Cost-based transfer pricing and IT constraints for a fixed value \( \hat{\theta}_i \) of the marketing manager’s information. The firm benefits from internal trade as long as \( \theta_i \leq \hat{\theta}_i \), but marketing does not order the product when \( \theta_i > \hat{\theta}_i^1 \).](image-url)
Truthful budgeting. HQ uses the managers’ profit shares to guarantee efficient divisional operations and the cost-based transfer price to manage internal trade. That leaves one contracting variable for each manager – the fixed salary – to convince the manager to truthfully budget divisional cash flows. This is enough. HQ sets each fixed salary so that the manager faces a forecasting trade-off: a less ambitious budget allows the manager to exert less effort (or to consume slack), at the expense of lower total compensation; a more ambitious budget requires harder work, at a higher total compensation. It is then possible to judiciously set the fixed-salary component of compensation to guarantee that each manager, when making this trade-off, issues an unbiased budget.\textsuperscript{16}

We formalize these results in Theorem 1 (see Appendix B for all proofs).

\textbf{Theorem 1.} Under cost-based transfer pricing, the firm maximizes its expected profit with the take-it or leave-it offer of the transfer-pricing rule in (9) and divisional profit-sharing contracts in (7). The managers operate their divisions efficiently. The marketing manager orders the intermediate product if and only if post-transfer net revenues $R\left(1, z_2^C \left(\theta_2, \theta_1\right)\right) - b_2 \left(z_2^C \left(\theta_2, \theta_1\right)\right) h_2 \left(\theta_1\right)$ exceed the transfer price in (9).

At this point, three key modeling ingredients leading to Theorem 1 deserve additional attention: the transfer price is based solely on the production manager’s report; each manager’s compensation contract is independent of the other manager’s report; and the production manager cannot refuse to fill an order.

The first ingredient – the transfer price is a function only of the production manager’s report – reflects that a cost-based transfer price is typically based on the actual or estimated costs incurred by the

\textsuperscript{16} Truth-inducing budgets allow us to compute the upper bound on the firm’s profit under cost-based pricing (Gonik, 1979 and Kirby, et al., 1991 provide examples of incentives needed to elicit truthful forecasts). In practice, truth-inducing budgeting systems are rare, for several reasons. First, when future targets are adjusted based on current forecasts and performance, managers have incentives to reduce current performance (this is known as the \textit{ratchet effect}). Second, the vast majority of firms use budgets both to communicate local knowledge and to evaluate performance; practical trade-offs between the two objectives may necessitate allowing local managers some budgetary slack. Finally, implementing truth-inducing systems may be too expensive.
firm up to the point of internal transfer (we discuss the consequences of setting the transfer price based on both managers’ messages below, in the last paragraph of this section). In our model, the production manager’s report communicates the cost budget, and the marketing manager takes the budget-based price as a given when making the internal-ordering decision. With this representation of cost-based pricing, the second key modeling ingredient – divisional profit sharing – is optimal, because the incentive problem that HQ faces can be separated into three objectives: (i) guide operations in each division toward efficient ones; (ii) manage internal trade given efficient divisional operations; and (iii) guarantee truthful reporting. HQ uses divisional profit shares to achieve (i), the cost-based transfer price to achieve (ii), and the fixed-salary compensation to achieve (iii). Neither allowing one manager’s compensation to depend on the other manager’s report nor including the firm’s profit in compensation plans affects the results.

With cost-based transfer pricing, allowing the production manager the right to refuse marketing’s order is generally detrimental. Given that right and the profit shares in (7) needed for optimal divisional operations, the production manager will reject orders whenever the manager’s pre-transfer cost exceeds the transfer price, no matter how positive the marketing manager’s information $\theta$. This will eliminate the “trade” inefficiency of cost-based pricing but create additional losses (using the $k=2$ example of Figure 4, there will be no internal trade in the regions immediately below each “trade” inefficiency triangle). This could be beneficial for the firm when the range of marketing’s post-transfer net revenues is narrow. The “no-trade” inefficiencies, however, would still remain and, with the foresight of Theorems 2 and 4, our main results ranking the two pricing methods would be unchanged.

As we note below at the beginning of Section 6, unless the marketing manager’s ability to communicate is also restricted, the firm’s profits are the highest under a revenue-based transfer-pricing system where HQ: (i) sets the transfer price based on the marketing manager’s report, and (ii) allows the production manager to “push” the product to the marketing division. This higher level of profits can also be attained with the marketing manager placing the order, the transfer price set by HQ based on both managers’ reports, and the production manager having the right to refuse any order. However, when neither manager can fully communicate all local knowledge to HQ, negotiated transfer pricing is superior to both cost-based and revenue-based pricing methods (see Section 6 below).

---

17 To see this, note that if the marketing manager’s private information set is a singleton, giving the production manager the right of refusal eliminates the “trade” inefficiency without creating additional losses (but the “no-trade” inefficiency still remains).
4. Negotiated transfer pricing with information technology constraints

With negotiated pricing, divisional managers bargain over whether there is internal trade and, if so, at what price. Compared with cost-based pricing, this method offers the firm a number of benefits: (i) the firm’s central management does not have to be involved in setting the price, allowing divisional managers to operate under greater autonomy (Vaysman, 1998); (ii) the managers may better exploit specific knowledge about local opportunities, which HQ may otherwise be unable to access (Kaplan and Atkinson, 1998); and (iii) the agreed transfer price may better approximate the relevant cost of the internal product (Brickley, et al., 2004).

However, bargaining is time-consuming and can lead to conflict and ill-will (Brickley, et al., 2004; Kaplan and Atkinson, 1998; Simons, 2000). The time spent negotiating prices or dealing with organizational conflict is lost to other value-generating activities. The firm thus incurs opportunity and organizational costs increasing in bargaining delays. We formally represent managerial negotiations and capture these costs using the following multi-stage bargaining structure. One of the managers makes a price offer at the beginning of a bargaining time period \( n \in \{1, 2, \ldots\} \), and the other manager accepts or rejects this offer at the end of the time period. The length of a time period (thus the length of time between offers) is \( \Delta > 0 \). The time the managers spend bargaining is not spent on other value-generating activities; there are thus opportunity costs for the firm and for the managers. Price bargaining for one period displaces the “next-best” activity. If each manager has many possible value-generating activities, it is then natural to capture these opportunity costs with a per-period discount factor \( \delta \in (0,1) \) (decreasing in \( \Delta \)), in the spirit of opportunity-cost-of-capital techniques.\(^\text{18}\)

We now answer the following key questions:

1. How should the top management set up the negotiated pricing system?
2. What prices do managers reach in their negotiations? Do the prices approximate the relevant costs of internal trade better or worse than the dictated price under the cost-based method?
3. How long will managerial negotiations generally last? How can HQ encourage divisional managers to reach agreement quickly (and thus to minimize the bargaining-time disadvantages)?
4. When can we rank the two transfer-pricing methods?

\(^{18}\) All results are similar as long as there are some opportunity and organizational bargaining costs. The discount factor representation has a second natural economic interpretation: there is some positive probability \( r \) that the managers’ opportunity to generate gains disappears when they continue bargaining for another period (because of competitor responses, market changes, a manager’s unexpected separation from the firm, or random factors). Our analysis captures this setting with \( \delta = [1 - r] \).
There are two important design issues for HQ to resolve when setting up the negotiated pricing system: (i) which bargaining procedure should the managers use; and (ii) how to compensate the managers. Initially, we consider the bargaining procedure where the production manager makes all price offers, and the marketing manager accepts or rejects them. We comment on the alternative procedure, with the marketing manager making offers, in the paragraph following Theorem 2 and use the alternative procedure in Section 6.

The second design issue – managerial compensation – is significant for two reasons. First, as under cost-based pricing, divisional profit shares directly affect local decisions. Second, compensation contracts influence the range of transfer prices acceptable to each manager. As under cost-based transfer pricing, HQ uses budget-based compensation plans: HQ specifies these compensation plans; requests a budget from each manager; and each manager’s budget determines that manager’s fixed salary and profit share. To guide the managers’ transfer-price bargaining, HQ makes the budgets available to both managers. The precise sequence of events is depicted in the following timeline and described further below.

Not depicted in the timeline is HQ’s threat to intervene if the managers fail to reach agreement by some time \( \bar{n} \) – chosen to make irresolvable disputes unattractive. The managers, at time periods \( n \in \{1, 2, \ldots, \bar{n} - 1\} \), simultaneously negotiate the price and whether or not the product is produced and transferred. The production manager either (i) offers a transfer price, or (ii) proposes that internal trade not take place. The marketing manager accepts or rejects the offer. If the managers agree not to engage in internal trade (we use \( q^{NEG}(\cdot) = 0 \) to represent this), each manager is paid a fixed salary. If the managers agree to produce and transfer in period \( n \) at transfer price \( p^n \), manager \( i \) operates his own division; we use \( q^{NEG}(\cdot) = 1 \) to represent the manager’s agreement to trade, and \( z^{NEG}_i(n, \theta) \) to represent manager \( i \)’s divisional operations.

---

19 Without budget-based compensation, negotiated transfer pricing performs poorly compared with the optimal cost-based pricing of Section 3: divisional decisions are strictly worse, and managerial bargaining leads to inferior internal-trade decisions.
We analyze perfect Bayesian equilibria of managerial interactions. A formal definition and additional notation describing managers’ actions, strategies and beliefs are in Appendix A. As under cost-based pricing, HQ uses each manager’s fixed-salary compensation component to provide incentives for truthful reporting (note that here inducing truth-telling may not be without loss of generality, because the production manager cannot commit to how he will use the marketing manager’s message; however, with the foresight of Theorems 2 and 4, truth-telling contracts are sufficient for the firm to enjoy the advantages of negotiated pricing). Our discussion below relies on HQ’s ability to elicit accurate reports.

When managers negotiate the transfer price, the firm and the managers incur costs because of bargaining time and internal conflicts. Why then should HQ ever use negotiated transfer prices for internal trade? Efficiency losses under cost-based transfer pricing in Figures 3 and 4 suggest a possibility: because of IT constraints, HQ imposes a single transfer price that applies when the production manager’s local information is, for example, “unfavorable” (i.e. $\theta \in \Theta$); the transfer price cannot be tailored to just how unfavorable the local information is. The cost-based transfer price is the HQ’s expectation of the pre-transfer cost consistent with an “unfavorable” budget; the price cannot fully communicate the production division’s local knowledge and the relevant outlay and opportunity costs of internal trade. But with negotiated pricing the production manager, who understands the local knowledge, makes the price offers; HQ provides incentives to convince him to use this knowledge in the firm’s interest – to make price offers that, compared with the cost-based transfer price, are more closely tailored to just how unfavorable the local information is.

Despite the production manager’s superior knowledge when making transfer-price offers, the firm does not necessarily benefit from negotiated pricing – the production manager makes the offers to maximize individual utility and not overall firm profits; and the marketing manager responds to the offers also to maximize individual utility. To evaluate the performance of the two pricing methods, we next consider the range of prices negotiated by the managers, the duration of negotiations, and, most importantly, the performance ranking of the two pricing methods.

**Negotiated prices.** If HQ uses the same divisional profit-sharing rules as under cost-based transfer pricing

$$
\alpha_i (\Theta_i) = \frac{v_i (\theta_i)}{h_i (\theta_i)}; \quad \alpha_2 (\theta_2) = \frac{v_2 (\theta_2)}{h_2 (\theta_2)},
$$

and the managers agree to internal trade after $n$ bargaining periods at some price $p^n$, the managers will
operate their divisions exactly as under optimal cost-based transfer pricing: $z_1^{\text{NEG}}(\Theta_1^u, \Theta_1^v) = z_1^{\text{CB}}(\Theta_1^u, \Theta_1^v)$, and $z_2^{\text{NEG}}(\Theta_2, \Theta_2) = z_2^{\text{CB}}(\Theta_2, \Theta_2)$.\(^\text{20}\)

Consider the production manager’s price-offer strategy. The manager, when making a price offer $p^\text{n}$, uses marketing’s budget $\theta_2$ to predict the change in the marketing manager’s utility from accepting the offer. This incremental utility is the difference between marketing’s profit share and personal cost:

$$\frac{v_2(\theta_2)}{h_2(\theta_2)}\left[R\left(1, z_2^{\text{NEG}}(\Theta_2, \Theta_2)\right) - p^\text{n}\right] - h_2\left(z_2^{\text{NEG}}(\Theta_2, \Theta_2)\right)v_2(\theta_2). \quad (11)$$

The marketing manager will definitely not accept a price offer that decreases his utility; rearranging (11), the maximum acceptable transfer price equals marketing’s budgeted post-transfer revenue net of compensation costs (for notational clarity, we suppress the dependence of $p^{\text{MAX}}$ on $\theta_2$)

$$p^{\text{MAX}} = R\left(1, z_2^{\text{NEG}}(\Theta_2, \Theta_2)\right) - h_2\left(z_2^{\text{NEG}}(\Theta_2, \Theta_2)\right)v_2(\theta_2). \quad (12)$$

Fully aware of this, what offers will the production manager make? The specific bargaining procedure required by HQ – price offers by the production manager, and acceptance or rejection by the marketing manager – allows us to answer this question. The marketing manager’s bargaining power is limited to accepting or rejecting offers. If internal trade improves the production manager’s utility, the best price-offer strategy is then simply to make a “take-it-or-leave-it” proposal: offer the maximum price that the marketing manager would ever accept. That price is $p^{\text{MAX}}$.

What is the marketing manager’s best response to this price offer? The manager can either accept the price or reject it in expectation of a better price offer in a future bargaining period. Under what conditions could the marketing manager “reasonably” expect a better offer? This could happen only if the marketing manager, by rejecting a price offer, changed the production manager’s beliefs (in all other elements, all the bargaining periods are identical). But this cannot happen in equilibrium, since (i) the production manager only forms beliefs about the marketing manager’s private information; and (ii) HQ’s contract with the managers assures that all equilibria involve the marketing manager issuing truthful budgets (and, thus, effectively revealing local private information).

Thus, the production manager will never make a better price offer, and the marketing manager’s best response is to quickly (after one bargaining period) accept production’s price offer $p^{\text{MAX}}$. To summarize,

---

\(^{20}\) This is not surprising, since divisional operations are independent of the agreed transfer price and the bargaining period; the operations only depend on each manager’s information and the profit-sharing rules.
if the managers ever agree on a transfer price, this agreement takes place after one bargaining period; the price equals marketing’s budgeted post-transfer net revenues.

**Internal trade.** Predictable negotiated transfer prices allow precise forecasts of the conditions leading to internal trade. The production manager only initiates price negotiations if trade at $p^{MAX}$ increases his utility: production’s profit-sharing payment must exceed the manager’s personal cost:

$$\frac{v_1(\theta^*_p)}{h_1(\theta^*_p)}[p^{MAX} - C(1, z_1^{NEG}(\Theta^*_i, \theta_i)) \geq h_1(z_1^{NEG}(\Theta^*_i, \theta_i))v_1(\theta_i).$$

Substituting the maximum acceptable transfer price from (12) and rearranging, internal trade takes place if and only if

$$\left[R(1, z_2^{NEG}(\theta_2, \theta_2)) - b_2(z_2^{NEG}(\theta_2, \theta_2) h_2(\theta_2)) \right] \geq \left[C(1, z_1^{NEG}(\Theta^*_i, \theta_i)) + b_1(z_1^{NEG}(\Theta^*_i, \theta_i))\frac{v_1(\theta_i)}{h_1(\theta^*_p)} h_1(\theta^*_p)\right].$$

The left-hand side of this inequality is the firm’s post-transfer net revenue; the right-hand side is the firm’s pre-transfer cost. Thus, the managers agree to internal trade if and only if there are gains from this trade from the firm’s point of view. Negotiated transfer pricing eliminates inefficient trade under cost-based pricing (in the region $(\hat{\theta}_1, \hat{\theta}_1)$ of Figure 3).

This happens because production’s transfer-price offer is the marketing division’s post-transfer efficient revenue. Because of the bargaining power granted by HQ, the production manager captures, and thus internalizes, the entire gains from internal trade. We illustrate this in Figure 5.

![Figure 5](image)

**Figure 5.** The internal-trade decision rule $q^{NEG}(\theta)$ with negotiated transfer pricing and IT constraints.

In Figure 5, the heavy solid line is the boundary between the shaded trade region and the unshaded no-trade region under negotiated transfer pricing. The thin step-function line is the trade/no-trade boundary under optimal cost-based pricing (see Figure 4). Note the breakeven point $(\hat{\theta}_1, \hat{\theta}_1)$ from Figures
3 and 4. Under optimal cost-based transfer pricing, the marketing manager made his internal-ordering decision based on the transfer price imposed by HQ; the cost-based price could not fully communicate all of the production manager’s relevant knowledge; and, thus, some inefficient trade was inevitable (here illustrated by the shaded region below and to the left of \((\hat{\theta}_1, \hat{\theta}_2)\) and above the thin step-function trade/no-trade boundary under cost-based pricing).

With negotiated pricing, the production manager, privately aware of local knowledge, captures all the gains from trade and, with proper incentives, only makes reasonable price offers when the firm benefits from trade. The breakeven point \((\hat{\theta}_1, \hat{\theta}_2)\) is thus on the trading boundary; internal trade under negotiated pricing is efficient. And, when compared with cost-based transfer pricing, the trading boundary under negotiated pricing is uniformly closer to the IT-unconstrained efficient trading boundary (smooth dashed curve in Figure 5).

We can now rank the firm’s profits under the two methods, by comparing the informational advantage of the negotiated method with the opportunity and organizational costs of managers’ bargaining. Since price negotiations conclude after one period, the key determinant of the bargaining costs is the length of each bargaining period. If the managers can be convinced to provide price offers and responses quickly, the informational advantage of negotiated transfer pricing exceeds the bargaining costs. We formalize the preceding discussion in Theorem 2.

**Theorem 2.** With production-side IT constraints and production-manager-offer negotiated transfer pricing, the firm can provide divisional-profit-based incentive contracts that guarantee:

1. Truthful reporting by divisional managers;
2. Efficient divisional operations;
3. Transfer-price agreement after one bargaining period;
4. Internal trade if and only if the firm gains from this trade;

If the length of each bargaining period \(\Delta\) is below a threshold value, the firm’s expected profit under negotiated transfer pricing is strictly higher than under cost-based transfer pricing.

The rapid conclusion and the efficiency of transfer-price negotiations hinge on the production manager making the first price offer based on the marketing manager’s unrestricted report (we consider reporting restrictions for both managers in Section 6). If, instead, HQ requires that marketing makes offers and production accepts or rejects them, there will be delays prior to price agreement: the marketing
manager will initially offer a low price and then increase prices over time. With the foresight of Theorem 4, the firm can still enjoy higher profits with marketing-manager-offer bargaining than with cost-based pricing (though with production-side-only IT constraints, production-manager-offer bargaining is the preferred bargaining procedure).

We next examine the effect of improvements in information technology on our analysis.

5. **Negotiated versus cost-based transfer pricing with improving information technology**

Firms continuously upgrade the quantity and quality of information available to managers. IT improves because of decreasing IT costs, the proliferation of enterprise-resource-planning systems, and improved communication technologies (Sircar, et al., 2000). The key implications of IT improvements for our analysis are the enhanced abilities of improved databases and communication technologies to capture, analyze, and communicate throughout the organization the production manager’s local knowledge and the links between this knowledge, business processes, decisions, and resultant cash flows. As IT improves, ceteris paribus, HQ can expect increased profitability under either transfer-pricing method (see, for counter-examples, Arya, et al., 2000; Mishra and Vaysman, 2001; Sappington, 1986).

But what are the implications of improved IT for the ranking of the two pricing methods? To formally answer this question, we represent the “IT-improvement” idea with an increase in the number of reporting intervals. Specifically, given an existing information system that partitions the production division’s private-information set into $k$ intervals $\Theta^1, \Theta^1, \ldots, \Theta^k$, we represent an IT improvement by dividing each of the $k$ intervals into two new ones. The improved information system splits the production manager’s information set into $2k$ intervals:

Further IT improvements in turn subdivide each of the reporting intervals. Each improvement increases the number of reporting intervals and reduces the size of each of the production manager’s reporting intervals. Consequently, the manager’s budget report representing that the private information is

---

21 Other representations of IT system improvements provide identical results. For example, an improved system can be one with a greater number of reporting intervals than the original one, as long as either: (i) HQ decides how to partition the production division’s private information space, or (ii) IT improvements happen in a regular fashion, over the entire range of the manager’s private information. Our representation of IT improvements is the simplest, yet sufficient to obtain and illustrate the results.
in some interval involves less and less uncertainty for HQ and for the marketing manager; and the variances between the cost budget and realized costs decrease.

For example, an IT improvement from two reporting intervals \((k = 2)\) to four intervals \((k = 4)\) means that the production manager can report conditions as “highly favorable”, “moderately favorable”, “moderately unfavorable” and “highly unfavorable”, rather than simply “favorable” or “unfavorable”. There are four possible budget reports with the improved system, compared with two possible reports with the original system; the production manager’s cost estimates are thus more precise.\(^{22}\)

Cost-based transfer pricing with IT constraints does not achieve goal congruence. However, IT improvements diminish this problem. As a reporting interval shrinks, relying on average pre-transfer cost in each of the smaller-sized intervals to set the price triggers correspondingly smaller distortions in internal trade decisions and thus increases the gains from trades. In Figures 3 and 4, the goal-congruence problem is the profit-destroying internal trade in the \([\hat{\theta}_1, \hat{\theta}_2]\) region; as the interval surrounding \(\hat{\theta}_1\) shrinks, the impact of the goal-congruence problem with cost-based pricing decreases.

The two panels of Figure 6 illustrate how IT improvements diminish the goal-congruence problem. Panel A shows the negotiated method’s informational advantage with severe IT constraints: the production manager’s budget can take on at most two values. The firm improves its IT in Panel B: the manager’s budget can now take on four values. As IT improves, the area where the cost-based method’s goal-congruence problem causes trading inefficiencies shrinks.

\(^{22}\) Alternatively, IT improvements can represent an IT system’s enhanced abilities to capture, categorize, and report relevant information not previously contained in divisional budgets. For example, an IT improvement can allow the production manager to explicitly incorporate different quality levels into divisional reports; instead of creating a budget without specifically considering product quality, following this improvement, the manager can provide different budgets for different quality levels. A specific example from practice is Hershey’s recent information system improvement that allows managers to access information sorted on the basis of brand type rather than on the basis of manufacturing data (PR-Newswire, 2002). This illustrates a finer partitioning of the information set that we represent with improved IT, i.e. instead of creating a budget for specific manufacturing activities, in the improved system managers can create budgets by each brand type.
Figure 6. In both panels, the thick line is the boundary between the trade and no-trade regions under the negotiated pricing method. The thin step-function line is the boundary under the cost-based method. The hatched areas between the two boundaries are the areas with inefficient trade under the cost-based method. Note that the IT improvement from 2 to 4 reporting intervals decreases the size of the inefficient-trade areas.

While the negotiated method’s informational advantage decreases with each IT improvement, bargaining necessarily generates opportunity and organizational costs for the firm. Thus, for sufficiently unconstrained IT, the cost-based method generates higher profits. We formalize this in Theorem 3.

**Theorem 3.** As the information system improves, the firm’s expected profit increases strictly faster under cost-based transfer pricing than under negotiated pricing. With a sufficiently unconstrained information system, the firm’s expected profit under cost-based pricing strictly exceeds expected profit under negotiated pricing.

Note that Theorem 3 relies on partial-equilibrium analysis: we hold fixed the opportunity cost of delay per unit of time. If competitors also experience lower IT costs and start to react faster, the opportunity cost per unit of time may go up. The disadvantages of delays under negotiated pricing are then even greater, favoring cost-based pricing systems.

6. **Marketing and production IT constraints**

The analysis of sections 3-5 described the implications of IT constraints for transfer pricing in a setting with only production-side IT constraints. This allowed us to describe the economic intuition underlying the advantage of negotiated pricing when communication between a division and HQ is restricted. However, because of one-sided IT constraints, the preceding analysis suffers along two dimensions.\(^{23}\) First, HQ’s delegation of the internal-trade decision under cost-based transfer pricing is superficial (HQ could make the decision itself, relying on the managers’ reports). Second, cost-based and

\(^{23}\) We are grateful to the anonymous referee for identifying these caveats and encouraging us to study the setting where IT constraints affect both managers’ ability to communicate their private information.
negotiated pricing are both dominated by a revenue-based system, where HQ: (i) sets the transfer price based on the marketing manager’s report, and (ii) allows the production manager to “push” the product to the marketing division. Under the revenue-based system, the production manager, whose communication is restricted, makes the resource allocation decision in possession of all the information relevant for managing internal trade. We now extend our analysis to incorporate IT constraints for both divisions.

The formal analysis is in the proof of Theorem 4 in the appendix. The intuition is as follows. As in the analysis of Sections 3 and 4, HQ uses identical profit shares under cost-based and negotiated pricing to convince the managers to operate their divisions efficiently. Marketing-side IT constraints do not change the optimal cost-based transfer price; HQ still sets the price as in (9), at the expected cost in the production division plus a markup for the production manager’s expected compensation. Consequently, the marketing manager internalizes the average gains from trade in each reporting interval of the production manager. The cost-based method thus suffers the inefficiencies identified in Section 3 (see Figures 3 and 4): the “no-trade” inefficiency when there are gains from trade but the transfer price exceeds the marketing manager’s incremental utility from trade; and the “trade” inefficiency where the marketing manager orders the product even though internal trade reduces the firm’s profits.

Negotiated transfer pricing allows the firm to diminish these inefficiencies. In Theorem 4, we show that the “no-trade” inefficiency is reduced with the negotiated pricing system where the firm grants the marketing manager the right to make price offers (the production manager accepts or rejects the offers). The equilibrium analysis is simplified by the fact that the production manager’s acceptance strategy takes the following simple form: accept a transfer-price offer as long as the manager’s private information is below a cut-off value (the cut-off is a function of the offered price). The marketing manager’s strategy is to start with low transfer-price offers and increase the price every bargaining period.

HQ threatens to impose the optimal cost-based transfer price if the managers fail to agree by the terminal bargaining period $\bar{n}$. In the region with the “no-trade” inefficiency under cost-based pricing, the production manager is then willing to accept price offers lower than the cost-based transfer price because if the threatened cost-based-price intervention is imposed, the marketing manager will not place the order, and the production manager will forego any available gains from trade. This assures that internal trade in this region takes place with strictly positive probability under negotiated pricing, increasing the firm’s profit beyond that available under cost-based pricing.
Of course, with IT constraints on the marketing side, neither manager knows the other manager’s private information, even if HQ is able to induce truthful reporting. Thus, the earlier result about immediate resolution of managers’ bargaining does not apply here – the marketing manager cannot guarantee that production will accept the first transfer-price offer. In general, managers’ negotiations conclude in a given bargaining period with some positive probability; and with positive probability the managers’ negotiations last for multiple periods, as late as the penultimate bargaining period $n - 1$. However, the specification of maximum bargaining time $n$ is up to HQ. Thus, to show that the firm’s profit is higher under negotiated transfer pricing than the under the cost-based system, it is sufficient to show that the negotiated system is the preferred one for some $n$ (HQ will use any other maximum-bargaining-period policy only if it offers still higher profit). We do this below, in Theorem 4, for $n = 2$. In this case, the delay under negotiated pricing is at most two periods. And, as in Theorem 2, if the managers can be convinced to provide offers and responses quickly, the advantage of negotiated pricing exceeds the bargaining cost.

**Theorem 4.** With IT constraints limiting communication between both managers and HQ, the upper bound on the firm’s expected profit under negotiated transfer pricing is strictly higher than under cost-based pricing when the length of each bargaining period $\Delta$ is below a threshold value.

To conclude the analysis, we note that by symmetry, negotiated transfer pricing also allows the firm to earn higher expected profit than a revenue-based transfer-pricing system. Also note that the Theorem 3 result concerning information improvements applies to the analysis of this section as well: holding the length of a bargaining period constant, with a sufficiently unconstrained IT, cost-based transfer pricing allows the firm to earn higher expected profit than does negotiated pricing.

7. **Conclusion**

A challenge for multi-divisional, vertically-integrated firms is to delegate operating decisions in a way that encourages divisional managers to use their private information in the best interests of the firm as a whole. This is complicated by constraints on the flow and availability of information within the firm. That better and cheaper information leads to improved profits is recognized; less obvious are the implications of IT improvements for organizational design. Our results show that a firm’s informational environment is a key factor determining its transfer-pricing method.
When IT constraints prevent divisional managers from transferring local knowledge about the firm’s production process, we show that properly structured negotiated transfer pricing has an informational advantage over the cost-based method: with the right incentives, managers agree on transfer prices that approximate the costs of internal transfer more accurately. Consequently, when opportunity and organizational costs of bargaining are sufficiently small, the informational advantage of the negotiated method generates higher firm profits. Conversely, improvements in IT lead to faster increases in profit under cost-based transfer pricing than under the negotiated method, because the value-destroying internal trade under cost-based pricing diminishes. With sufficiently unconstrained IT, the cost-based method provides higher profits than negotiated transfer pricing because, all else equal, the remaining opportunity and organizational costs of managerial bargaining outweigh the profit destroyed by inefficient internal trade under IT-constrained cost-based transfer pricing.

Our results have several empirical implications. First, the results help explain survey evidence in Vancil (1978) who found that: (i) firms comprising unrelated businesses use negotiated transfer-pricing significantly more than cost-based transfer pricing (34% versus 15%) and (ii) vertically-integrated firms operating within a single product market use cost-based transfer pricing significantly more than negotiated transfer pricing (49% versus 12%). Managers in firms comprising unrelated businesses are more likely to have diverse educational, functional, and training backgrounds; the cost of transferring divisional knowledge to top managers is thus higher (i.e. higher IT constraints) than in vertically-integrated firms in a single product market. Vancil’s evidence is thus consistent with Theorems 2 and 4.24

Second, our results imply that firms with the following characteristics are more likely to prefer negotiated transfer pricing: (i) understanding divisional operations requires specialized education or training; (ii) divisional operations are physically located far from the headquarters; (iii) divisional operations are in quickly-changing environments requiring rapid responses; (iv) lack of sophisticated enterprise-resource-planning (ERP) systems; and (v) large firm size.25

24 Our discussion of empirical implications, consistent with the modeling in the paper, addresses firms where the tax effect of transfer pricing is not an overriding consideration, primarily because the trade does not cross tax jurisdictions. Even when it does cross tax jurisdictions, empirical evidence suggests that at least some firms maintain two transfer-pricing systems: one to manage internal trade, and a separate one for taxes (Ernst and Young 1999). However, maintaining separate systems can be extremely costly because the taxation authorities can argue that the tax-based transfer pricing system has no legitimate business purpose and take legal action to use the internal system for taxation purposes (Springsteel, 1999).

25 The firm-size factor may explain why in 152 Canadian firms, Atkinson (1987) finds 60% use cost-based methods, and 7% use
Third, Theorem 3 offers a number of testable predictions. The most direct prediction is that the ratio of firms with cost-based transfer pricing to those with negotiated pricing is higher after the 1990s IT boom than before.\(^\text{26}\) During the 1990s, many firms invested heavily in internal information systems and benefited from increased computing power per manager (Sircar, et al., 2000). Further, ERP systems streamlined communications between different functional lines in large organizations, improving firms’ abilities to plan and to coordinate decisions that previously had to be made with incomplete information about internal processes (Cairncross, 2000). The investments in communication and reporting systems lowered the barriers to internal communication. Theorem 3 predicts that this reduction in knowledge-transfer costs increases the attractiveness of cost-based transfer pricing.

Fourth, the results can predict preferred pricing methods in modern business-to-business retail alliances.\(^\text{27}\) Any links between two companies’ information systems are likely to be constrained because the benefits of unconstrained sharing of information will be outweighed by associated proprietary costs. If so, a testable prediction of Theorems 2 and 4 is that the transfer prices in these alliances are more likely to be negotiated than to be based on the supplier’s cost.

Finally, our results have practical implications. All else being equal, firms with low costs of transferring divisional knowledge earn higher profits with cost-based than with negotiated transfer pricing. Firms with high knowledge-transfer costs earn higher profits with the negotiated method, but must strive to minimize organizational conflict and the opportunity cost of managers’ time devoted to bargaining; these important implications for job design must be explored in future research.

Given the widespread use of transfer pricing in practice, surprisingly little evidence exists that identifies preferred methods. Moreover, no empirical work on transfer pricing has been guided by hypotheses generated from the results and economic intuition of theoretical modeling. Our results, as well as those of Baldenius et al. (1999) and Baldenius (2000), can form a framework of testable hypotheses that can be used to guide empirical tests of the theory.

\(^{26}\) As a pre-IT-boom benchmark, Tang (1993) identifies a 2.7:1 ratio of cost-based to negotiated transfer-price usage.

\(^{27}\) For example, Circuit City has an agreement with Amazon.com to supply pickup services to Amazon customers.
Appendix A. Managers’ beliefs and reporting and bargaining strategies.

In each period \( n \in \{0, 1, \ldots, \bar{n} - 1\} \) manager \( i \in \{1, 2\} \) takes an observable action \( a^n_i \in A^n_i \). Period-0 actions are managerial reports: \( A^0_i = M_i \). With production-manager-offer extensive form, in periods \( n \in \{1, 2, \ldots, \bar{n} - 1\} \), the production manager either (i) offers a transfer price \( p^n \), or (ii) offers that production and transfer not take place. At the end of each time period, the marketing manager either (i) accepts the offer, or (ii) rejects the offer. Then \( A^n_2 = \mathbb{R} \cup \"No Production\" \) and \( A^n_2 = \{\"Accept\", \"Reject\"\} \) for \( n \in \{1, 2, \ldots, \bar{n} - 1\} \). With marketing-manager-offer extensive form, \( A^n_1 = \{\"Accept\", \"Reject\"\} \) and \( A^n_2 = \mathbb{R} \cup \"No Production\" \) for \( n \in \{1, 2, \ldots, \bar{n} - 1\} \). Let \( a^n = (a^n_1, a^n_2) \).

If the game continues through any period \( n \), \( \Upsilon^n = (a^0, a^1, \ldots, a^{n-1}) \) is the history for all prior periods, with \( \Upsilon^0 = \emptyset \). If \( n = 0 \), or if the managers continue price negotiations in period \( n \), the bargaining history \( \Upsilon^n \) is non-terminal. Otherwise, the history is terminal. Following a non-terminal history \( \Upsilon^n \), manager \( i \)’s strategy is a probability distribution \( \sigma_i^n(\cdot) \) over the set \( A^n_i \). For every \( a^n_i \in A^n_i \), \( \sigma_i^n(\cdot | \Upsilon^n, \theta_i) \) is the probability that manager \( i \) with information \( \theta_i \) takes the action \( a^n_i \) following the history \( \Upsilon^n \). Let \( \mu_i(\cdot | \Upsilon^n) \).

A perfect Bayesian equilibrium is then a set of strategies and beliefs \( (\sigma, \mu) \) such that:

1. Following every game history \( \Upsilon^n \), the continuation strategies form a Bayesian-Nash equilibrium for the continuation game given the beliefs \( \mu_i(\theta_j | \theta_i, \Upsilon^n) \).
2. Bayes’ rule is used to update beliefs whenever possible.
3. Manager \( i \)’s beliefs about manager \( j \)’s private information are independent of manager \( i \)’s private information and manager \( i \)’s actions – \( \forall \theta_i, \theta_j, \theta_j, \Upsilon^n : \mu_i(\theta_j | \theta_i, \Upsilon^n) = \mu_i(\theta_j | \theta_j', \Upsilon^n) \) and \( \mu_i(\theta_j | \theta_i, (\Upsilon^{n-1}, a^n)) = \mu_i(\theta_j | \theta_i, (\Upsilon^{n-1}, \tilde{a}^n)) \) if \( a^n_j = \tilde{a}^n_j \).

Appendix B. Proofs.

**Theorem 1.** We prove this result in four steps. First, we show that the marketing manager’s operations and compensation equal the optimal second-best ones. Second, we show that the performance of any contract with the production manager can be replicated by one where HQ provides him incentives for truthfully
reporting the interval containing private information. Third, we derive (i) the optimal divisional operations and compensation of the production manager; and (ii) the internal-ordering decision optimal for the firm. Fourth, we show that the production manager does in fact operate his division optimally, and that the marketing manager orders the product if and only if it is beneficial for the firm.

**Step 1 – The marketing manager.** Given the transfer-pricing rule in (9) and profit shares in (7), we show that HQ induces the manager to operate the marketing division optimally at the lowest possible compensation. The firm’s *gains from trade* are then

\[
\Gamma(\Theta^x_t, \Theta^t_t, \Theta^2_t) \equiv \left[ R(1, z_2(\Theta^2_t)) - b_2(z_2(\Theta^2_t)) h_2(\Theta^2_t) \right] - \left[ C(1, z_1^{CB}(\Theta^u_t, \Theta^2_t)) + b_1(z_1^{CB}(\Theta^u_t, \Theta^2_t)) \frac{v_i(\Theta^2_t)}{v_i(\Theta^u_t)} h_1(\Theta^2_t) \right]. \tag{A-1}
\]

If the managersreport truthfully: (i) with internal trade, marketing division’s operations are identical to the second-best ones in (3): \( z_2^{CB}(\Theta^2_t, \Theta^2_t) = z_2(\Theta^2_t) \) for all \( \Theta^2_t \in \Theta^2_t \); and (ii) the manager orders the product if and only if \( E_{\theta_1} \left[ \Gamma(\Theta^x_t, \Theta^t_t, \Theta^2_t) \right] \geq 0 \). Let \( \hat{\Gamma}(\Theta^x_t, \Theta^t_t, \Theta^2_t) = \max \{ 0, \Gamma(\Theta^x_t, \Theta^t_t, \Theta^2_t) \} \). HQ sets the manager’s fixed-salary as follows:

\[
\beta_2(m_2) = \sum_{i=1}^{k} \left[ \Gamma(\Theta^x_t, \Theta^t_t, \Theta^2_t) \right] b_2(z_2^{SB}(\Theta^t_t, m_2)) v_2(m_2) - \alpha_2(m_2) \hat{\Gamma}(\Theta^x_t, \Theta^t_t, m_2) + \int_{m_2}^{\Theta^2_t} b_2(z_2^{SB}(\Theta^t_t, t)) v'_2(t) \, dt \right] f_1(\Theta^t_t) \, d\Theta^t_t.
\]

The marketing manager’s expected compensation is then

\[
E_{\theta_1} \left[ b_2(z_2^{SB}((\Theta^t_t, \Theta^2_t))) v_2(\Theta^2_t) + \int_{m_2}^{\Theta^2_t} b_2(z_2^{SB}(\Theta^t_t, t)) v'_2(t) \, dt \right]. \tag{A-2}
\]

which is the minimum second-best compensation (Fudenberg and Tirole, 1991). The marketing division’s efficient revenue (net of compensation) is \( \bar{R}(\Theta^t_t) = \left[ R(1, z_2(\Theta^2_t)) - b_2(z_2(\Theta^2_t)) h_2(\Theta^2_t) \right] \).

We next show that the manager reports truthfully using the following from Mirrlees (1986) – for any positive-valued function \( W_i : \Theta_i \times \Theta_i \rightarrow \mathbb{R}, \ W_i(\Theta_i, \Theta_i) \geq W_i(\Theta_i, m_i) \) for all \( \Theta_i, m_i \in \Theta_i \) if:

(i) \( W_i(\Theta_i, \Theta_i) = W_i(\overline{\Theta_i}, \overline{\Theta_i}) - \int_0^{\overline{\Theta_i}} \frac{\partial}{\partial \Theta_i} W_i(t, t) \, dt \quad \forall \Theta_i \in \Theta_i \); and (ii) \( \frac{\partial}{\partial \Theta_i} W_i(\Theta_i, m_i) \) is weakly increasing in \( m_i \) for all \( \Theta_i, m_i \in \Theta_i \). To use these sufficient conditions, let \( W_2(\Theta^2_t, m_2) \) represent the expected utility, under cost-based transfer pricing, of the manager with private information \( \Theta^2_t \) who reports \( m_2 \). We then have \( W_2(\overline{\Theta^2_t}, \overline{\Theta^2_t}) = 0 \) and, using (A-2), sufficient condition (i) holds. Using the envelope theorem,
\[
\frac{\partial}{\partial \theta_2} W_2(\theta_2, m_2) = -E_{\theta_2} \left[ b_2 \left( z_2^{cb} (m_2, \theta_2) \right) v'_2(\theta_2) \right].
\]
Since \( \alpha_2(m_2) \) is decreasing in \( m_2 \), \( z_2^{cb} (m_2, \theta_2) \) is likewise decreasing in \( m_2 \). Thus, since \( b_2(\cdot) \) is increasing in \( z_2 \) and \( v'_2(\theta_2) > 0 \), \( \frac{\partial}{\partial \theta_2} \left[ W_2(\theta_2, m_2) \right] \) is increasing in \( m_2 \), and sufficient condition (ii) holds.

Step 2 – Using truth-inducing contracts with production manager is without loss of generality. Consider any finite message set of size \( \hat{k} \) for the production manager: \( \hat{M}_1 = \{m_1^1, \ldots, m_1^{\hat{k}}\} \). Any implementable divisional-operations rule \( z_i : \hat{M}_1 \times \Theta_1 \to \mathbb{R} \) used by this manager must satisfy sequential rationality: it must maximize his utility at the stage of the game where the manager decides on divisional operations:

\[
z_i(m_1, \theta_1) \in \arg\min_{z_i \in Z} \left[ \alpha_i(m_1) C(1, z_i) + b_i(z_i) v_i(\theta_1) \right].
\] (A-3)

The Revelation Principle does not apply here, but we now prove that an argument along the lines of the Principle applies to the following relaxed contract-design problem for the HQ – abstract for now from the marketing manager’s internal-trade decision, and maximize the firm’s profits with following instruments:

- the transfer-pricing rule \( T(m_1) \);
- compensation plan \( \{\alpha_i(m_1), \beta_i(m_1)\} \); and HQ’s internal-trade decision \( q(m_1, \theta_2) \). This modified program is a relaxed one, since the real problem includes an additional constraint: the marketing manager’s internal-trade decision must be sequentially rational. When the production manager’s private information is \( \theta_i \), expected utility from reporting \( m_i \) is

\[
W(\theta_i, m_i) = E_{\theta_i} \left[ \left( \alpha_i(m_1) \left[ T(m_1) - C(1, z_i(m_1, \theta_i)) \right] - b_i(z_i(m_1, \theta_i)) v_i(\theta_i) \right) q(m_1, \theta_2) + \beta_i(m_1) \right].
\] (A-4)

\[
\left( \frac{\partial W}{\partial z_i} \right) - \text{the partial derivative of the manager’s expected utility in (A-4) with respect to } z_i(m_1, \theta_i)
\]

- equals \( E_{\theta_i} \left[ -\alpha_i(m_1) C_{z_i} (1, z_i(m_1, \theta_i)) - b'_i(z_i(m_1, \theta_i)) v_i(\theta_i) \right] q(m_1, \theta_2) \), and

\[
\frac{\partial}{\partial \theta_i} \left( \frac{\partial W}{\partial z_i} \right) = -E_{\theta_i} \left[ -b'_i(z_i(m_1, \theta_i)) v'_i(\theta_i) q(m_1, \theta_2) \right] < 0.
\] (A-5)

Note that (A-5) is the standard Spence-Mirrlees single-crossing condition (Fudenberg and Tirole, 1991: 259). The condition means that, when viewed as functions of \( \theta_i \), any two expected utilities \( W(\theta_i, m_i) \) and \( W(\theta_i, \hat{m}_i) \) either (i) are equal for all \( \theta_i \in \left[ \theta_i, \bar{\theta}_i \right] \); or (ii) cross at most once on \( \left[ \theta_i, \bar{\theta}_i \right] \).

Now consider any perfect Bayesian equilibrium (PBE) of the modified problem; the production manager’s equilibrium reporting strategy \( \lambda : \Theta_1 \to \hat{M}_1 \) must maximize the manager’s expected utility:
\[ \hat{\lambda}(\theta_1) = \arg \max_{m \in M} \left[ W(\theta_1, m) \right] \]

(for simplicity, we consider pure strategies; identical analysis applies to mixed strategies). Since \( \hat{M} < \Theta \), the production manager’s reporting strategy must use identical reports for different realizations of private information: for some \( \theta_1' < \theta_1^* \), \( \hat{\lambda}(\theta_1') = \hat{\lambda}(\theta_1^*) \). This means either that the manager’s reporting strategy is constant (i.e., \( \lambda(\theta_1) = \hat{\lambda}(\theta_1') \) \( \forall \theta_1, \theta_1' \in [\theta_1, \overline{\theta_1}] \)) or the reporting strategy has a number of discontinuities. We next show that if \( \lambda(\theta_1) \) has more than \( \hat{k} \) discontinuities, then there is a PBE of the modified problem in all respects identical to the PBE with \( \lambda(\theta_1) \), with one exception: the production manager’s reporting strategy \( \hat{\lambda}(\theta_1) \) has at most \( \hat{k} \) discontinuities.

Consider any pair \( \theta_1' < \theta_1^* \) with \( \lambda(\theta_1') = \lambda(\theta_1^*) \). Suppose that \( \lambda(\theta_1) \) is not constant on the interval \( [\theta_1', \theta_1^*] \), i.e. that for some \( \hat{\theta}_1 \in [\theta_1', \theta_1^*] \), \( \lambda(\hat{\theta}_1) \neq \lambda(\theta_1') \). This means that \( W(\hat{\theta}_1, \lambda(\hat{\theta}_1)) \geq W(\hat{\theta}_1, \lambda(\theta_1')) \). But it is not possible that \( W(\hat{\theta}_1, \lambda(\hat{\theta}_1)) > W(\hat{\theta}_1, \lambda(\theta_1')) \), as we now show by contradiction. Suppose

\[
W(\hat{\theta}_1, \lambda(\hat{\theta}_1)) > W(\hat{\theta}_1, \lambda(\theta_1')) \quad \text{and} \quad W(\hat{\theta}_1, \lambda(\hat{\theta}_1)) > W(\hat{\theta}_1, \lambda(\theta_1'))
\] (A-6)

(and, in fact, for every \( \theta_1 \in [\hat{\theta}_1, \overline{\theta}_1] \), the manager strictly prefers reporting \( \lambda(\hat{\theta}_1) \) over \( \lambda(\theta_1') \)). Recall that the manager at least weakly prefers \( \lambda(\theta_1') \) at the boundaries of \( [\theta_1', \theta_1^*] \): \( W(\theta_1', \lambda(\theta_1')) \geq W(\theta_1', \lambda(\hat{\theta}_1)) \) and \( W(\theta_1', \lambda(\theta_1')) \geq W(\theta_1', \lambda(\hat{\theta}_1)) \). Together with (A-6) this implies that \( W(\theta_1, \lambda(\theta_1')) \) and \( W(\theta_1, \lambda(\hat{\theta}_1)) \) cross twice on \( (\theta_1', \theta_1^*) \) – a contradiction of single crossing. Thus, the manager with private information \( \hat{\theta}_1 \) is indifferent between reporting \( \lambda(\hat{\theta}_1) \) and \( \lambda(\theta_1') \): \( W(\hat{\theta}_1, \lambda(\hat{\theta}_1)) = W(\hat{\theta}_1, \lambda(\theta_1')) \). Also, since expected utility in (A-4) is continuous in \( E_{\theta_2} \left[ q(\theta_1') \right] \) and in \( z_1(\theta_1') \), if the manager is indifferent between reporting \( \lambda(\theta_1') \) and \( \lambda(\theta_1') \) for some open interval containing \( \hat{\theta}_1 \), then \( E_{\theta_2} \left[ q(\lambda(\theta_1'), \theta_2) \right] = E_{\theta_2} \left[ q(\lambda(\theta_1'), \theta_2) \right] \) and 

\[
z_1(\lambda(\hat{\theta}_1), \theta_1) = z_1(\lambda(\theta_1'), \theta_1) \quad \text{for} \quad \theta_1 \quad \text{in that interval}.
\]
We are now ready to construct the equivalent reporting strategy \( \hat{\lambda} : \Theta_i \to \hat{M}_i \) that has at most \( \hat{k} \) discontinuities. Begin with \( \theta \). It is possible that that multiple messages \( m_i \in \hat{M}_i = \{m_i^1, \ldots, m_i^u\} \) maximize the production manager’s expected utility when the manager’s private information is \( \theta \). We find the message \( m_i(\theta) \) that also maximizes the manager’s expected utility for the “furthest” \( \theta \in [\theta, \overline{\theta}] \). Define \( \hat{M}_i(\theta) \subseteq \hat{M}_i \) as the set of messages among these that also maximize the manager’s expected utility in some open set \( (\theta, \theta^*) \subseteq [\theta, \overline{\theta}] \). For each \( m_i \in \hat{M}_i(\theta) \), find the maximum private information realization \( \theta^*_i(m_i) \) for which \( m_i \) maximizes the expected utility of the manager with this private information:

\[
\theta^*_i(m_i) = \sup \left\{ \theta_i \in [\theta, \overline{\theta}] \mid m_i \in \arg \max_{m_i \in \hat{M}_i} \left[ W(\theta_i, \hat{m}_i) \right] \right\}.
\]

Find the largest \( \theta^*_i(m_i) \). If there is a unique message \( m_i \in \hat{M}_i(\theta) \) that maximizes the expected utility of the manager with private information \( \theta^*_i(m_i) \), define \( \hat{\lambda}(\theta) = m_i(\theta) \) for all \( \theta \in [\theta, \theta^*_i(m_i)] \). Note that, since the message \( m_i(\theta) \) maximizes the manager’s expected utility at \( \theta \) and at \( \hat{\lambda}(\theta) \), it is also a best-response message for all \( \theta_i \in [\theta, \hat{\lambda}(\theta)] \). Define \( \hat{\lambda}(\theta) = m_i(\theta) \) for all \( \theta_i \in [\theta, \hat{\lambda}(\theta)] \). Note that \( m_i(\theta) \) cannot maximize the manager’s expected utility for any \( \theta_i > \hat{\lambda}(\theta) \).

Next, proceed to \( \theta^*_i = \hat{\lambda}(\theta) \). In the same manner, find the message \( m_i(\theta^*_i) \) that maximizes the manager’s expected utility at \( \theta^*_i \) and at the “furthest” \( \theta_i \in [\theta^*_i, \overline{\theta}] \) (use \( \hat{\lambda}_i(\theta^*_i) \) to represent this “furthest” point). Define \( \hat{\lambda}(\theta) = m_i(\theta^*_i) \) for all \( \theta_i \in [\theta^*_i, \hat{\lambda}_i(\theta^*_i)] \). Proceed to \( \theta^*_i = \hat{\lambda}_i(\theta^*_i) \). Continue this iterative process until finding a message \( m_i(\theta^*_u) \) that maximizes the manager’s utility at some \( \theta^*_u \in [\theta, \overline{\theta}] \) and also at \( \overline{\theta} \). Define \( \hat{\lambda}(\theta) = m_i(\theta^*_u) \) for all \( \theta \in [\theta^*_u, \overline{\theta}] \).

By construction, \( \hat{\lambda}(\theta) \) is an optimal reporting strategy; it is almost everywhere continuous in \( \theta_i \), with at most \( \hat{k} \) discontinuities, and where \( \hat{\lambda}(\theta) \) is continuous, it is constant. Further, \( \hat{\lambda}(\theta) \) partitions \( \Theta_i \) into
$k \leq \hat{k}$ intervals. Number these intervals in order of increasing $\theta_1; \Theta_1^2, \ldots, \Theta_1^k$; let

$$M_1 = \{\Theta_1^1, \Theta_1^2, \ldots, \Theta_1^k\}.$$  

We now construct a truth-inducing contract that replicates the performance of the PBE equilibrium (this follows the spirit of the proof of the Revelation Principle - for example, see Fudenberg and Tirole, 1991: 255-256). Define $\tilde{\lambda} : M_1 \to \hat{M}_1$ by $\tilde{\lambda}(\Theta_1^i) = \tilde{\lambda}\left[ E_{\Theta_1^i}[\theta_1]\right]$. Consider $\{\tilde{\alpha}(\cdot), \tilde{\beta}(\cdot), \tilde{\gamma}(\cdot), \tilde{\eta}(\cdot)\}$, with $\tilde{\alpha}_i = \alpha_i \circ \tilde{\lambda}$; $\tilde{\beta}_i = \beta_i \circ \tilde{\lambda}$; $\tilde{\gamma} = T \circ \tilde{\lambda}$; and $\tilde{\eta}(m_1, \theta_2) = q(\tilde{\lambda}(m_1), \theta_2)$ for all $\theta_2 \in \Theta_2$. If $\lambda(\theta_1)$ is the manager’s reporting strategy in the original PBE, then truthful reporting is the manager’s reporting strategy under $\{\tilde{\alpha}(\cdot), \tilde{\beta}(\cdot), \tilde{\gamma}(\cdot), \tilde{\eta}(\cdot)\}$. The equilibrium outcomes are identical. Thus, the outcomes of every PBE can be obtained as outcomes of a PBE with truth-telling, and there is no loss for the HQ in considering only truth-inducing contracts.

**Step 3 – Optimal contracting with the production manager.** Because of IT constraints, second-best production decisions and compensation are not attainable. We next determine the optimal truth-inducing contract in the modified problem. We now use $W_i(\theta_1, \Theta_i^u)$ to represent the expected utility of the production manager with private information $\theta_1$ who reports $\Theta_i^u$, $u \in \{1, 2, \ldots, k\}$, and selects any $z_i(\Theta_i^u, \theta_1)$ that satisfies (A-3) (suppressing the dependence of $W_i(\cdot)$ on $\alpha_i(\cdot)$ and $\beta_i(\cdot)$):

$$W_i(\theta_1, \Theta_i^u) = \beta_i(\Theta_i^u) + E_{\Theta_2}\left[q(\Theta_i^u, \theta_2)\right]\left[\alpha_i(\Theta_i^u)\left[T(\Theta_i^u) - C(1, z_i(\Theta_i^u, \theta_1))\right] - b_i(z_i(\Theta_i^u, \theta_1))\right] \quad \text{(A-7)}$$

The firm’s modified problem is then **Program A1**:

$$\max_{z_i(\Theta_i^u, \theta_1)} E_{\Theta_1^u} \sum_{u=1}^{k} E_{\Theta_1^u}\left[q(\Theta_i^u, \theta_2)\left(\tilde{\gamma}(\theta_2) - C(1, z_i(\Theta_i^u, \theta_1))\right) + \alpha_i(\Theta_i^u)\left[T(\Theta_i^u) - C(1, z_i(\Theta_i^u, \theta_1))\right]\right] + \beta_i(\Theta_i^u),$$

subject to: for all $u \in \{1, 2, \ldots, k\}$, $\theta_1 \in \Theta_i^u$:

$$z_i(\Theta_i^u, \theta_1) \in \arg \min_{z_i(z_1)} \alpha_i(\Theta_i^u)\left[C\left(q(\Theta_i^u, \theta_2), z_1\right) + b_i(z_i(\Theta_i^u))\right] \quad \text{for all } \theta_2 \in \Theta_2; \quad \text{(A-8)}$$

$$W_i(\theta_1, \Theta_i^v) \geq W_i(\theta_1, \Theta_i^1) \quad \text{for all } v \in \{1, 2, \ldots, k\}; \quad \text{(A-9)}$$

$$W_i(\theta_1, \Theta_i^u) \geq 0 \quad \text{(A-10)}$$

(A-8) is the production manager’s sequential rationality constraint; (A-9) guarantees that the manager truthfully reports the interval containing $\theta_1$; and (A-10) is the standard participation, or individual
rationality, constraint, which assures that the manager does not quit.

For every $\theta_1 \in \Theta_i$, HQ needs to guarantee that the manager prefers reporting $\Theta_i^u$ to $\Theta_i^{u+1}$, i.e. $W_i(\theta_1, \Theta_i^u) \geq W_i(\theta_1, \Theta_i^{u+1})$. For every $\hat{\theta}_1 \in \Theta_i^{u+1}$, HQ needs to guarantee that the manager prefers reporting $\Theta_i^{u+1}$ to $\Theta_i^u$, i.e. $W_i(\hat{\theta}_1, \Theta_i^{u+1}) \geq W_i(\hat{\theta}_1, \Theta_i^u)$. By continuity of $W_i(\theta_1, \Theta_i^u)$ in $\theta_1$ for all $u \in \{1, 2, \ldots, k\}$, this means that $W_i(\hat{\theta}_i^u, \Theta_i^u) = W_i(\hat{\theta}_i^u, \Theta_i^{u+1})$, or, substituting (A-7):

$$E_{\omega_1} \left[ q(\Theta_i^{u+1}, \theta_1) \left[ \alpha_i(\Theta_i^u) \left( \frac{1}{2} C(1, z_1(\Theta_i^u, \hat{\theta}_i^u)) - b_i(z_1(\Theta_i^u, \hat{\theta}_i^u)) \right) \right] + \beta_i(\Theta_i^{u+1}) \right] = \sum_{j=1}^{k} E_{\omega_1} \left[ q(\Theta_i^u, \theta_1) \left[ \alpha_i(\Theta_i^u) \left( \frac{1}{2} C(1, z_1(\Theta_i^u, \hat{\theta}_i^u)) - b_i(z_1(\Theta_i^u, \hat{\theta}_i^u)) \right) \right] + \beta_i(\Theta_i^u) \right]$$

for all $u \in \{1, 2, \ldots, k\}$. We then set the fixed salary for the “worst” report $\Theta_i^u$ as low as possible to satisfy the participation constraint (A-10) for every $\theta_1 \in \Theta_i^u$:

$$\alpha_i(\Theta_i^u) = \alpha_i(\Theta_i^u) \left[ q(\Theta_i^u, \theta_1) \left[ \frac{1}{2} C(1, z_1(\Theta_i^u, \hat{\theta}_i^u)) - b_i(z_1(\Theta_i^u, \hat{\theta}_i^u)) \right] + \beta_i(\Theta_i^u) \right]$$

By induction, (A-11) gives the following necessary condition on production manager’s compensation:

$$\alpha_i(\Theta_i^u) E_{\omega_1} \left[ q(\Theta_i^u, \theta_1) \left[ \frac{1}{2} C(1, z_1(\Theta_i^u, \hat{\theta}_i^u)) - b_i(z_1(\Theta_i^u, \hat{\theta}_i^u)) \right] + \beta_i(\Theta_i^u) \right] = \sum_{j=1}^{k} q(\Theta_i^u, \theta_1) b_i(z_1(\Theta_i^u, \hat{\theta}_i^u)) \left[ v_i(\hat{\theta}_i^u) - v_i(\hat{\theta}_i^{j-1}) \right].$$

Taking expectation over each $\Theta_i^u, u \in \{1, \ldots, k\}$, and then summing over $u \in \{1, \ldots, k\}$ to find expected compensation over the entire set $\Theta_i$ gives

$$\sum_{u=1}^{k} E_{\omega_1} E_{\omega_u} \left[ q(\Theta_i^u, \theta_1) b_i(z_1(\Theta_i^u, \hat{\theta}_i^u)) v_i(\hat{\theta}_i^u) + \sum_{j=1}^{k} q(\Theta_i^u, \theta_1) b_i(z_1(\Theta_i^u, \hat{\theta}_i^u)) \left[ v_i(\hat{\theta}_i^u) - v_i(\hat{\theta}_i^{j-1}) \right] \right]$$

Substitute (A-12) and (A-13) into the objective of program A1 and rearrange to obtain Program A2:

$$\max_{\alpha_i(\cdot), \theta_1} \sum_{u=1}^{k} E_{\omega_1} E_{\omega_u} \left[ R(\theta_1) - \left( 1 - \alpha_i(\Theta_i^u) \right) C(1, z_1(\Theta_i^u, \theta_1)) - b_i(z_1(\Theta_i^u, \theta_1)) v_i(\hat{\theta}_i^u) f_i(\Theta_i^u) \right]$$

subject to $z_1(\Theta_i^u, \theta_1) \in \arg \min \left[ \alpha_i(\Theta_i^u) C(1, z_1(\Theta_i^u, \theta_1)) + b_i(z_1(\Theta_i^u, \theta_1)) v_i(\hat{\theta}_i^u) \right] \ \forall u; \ \theta_1 \in \Theta_i^u; \ \theta_2 \in \Theta_2.$

From (A-14), $z_1(\Theta_i^u, \hat{\theta}_i^u) \in \arg \min \left[ \alpha_i(\Theta_i^u) C(1, z_1(\Theta_i^u, \theta_1)) + b_i(z_1(\Theta_i^u, \theta_1)) v_i(\hat{\theta}_i^u) \right]$. Program A2 is then just:
\[
\max_{\alpha_i(\Theta^e_i, \Theta^f_i)} \sum_{x=1}^k E_{\Theta^e_i} E_{\Theta^f_i} q(\Theta^e_i, \Theta^f_i) \left[ R(\Theta^e_i) - (1 - \alpha_i(\Theta^e_i))C(1, z_i(\Theta^e_i, \Theta^f_i)) - h_i(z_i(\Theta^e_i, \Theta^f_i))v_i(\Theta^f_i) \cdot \frac{v_i(\Theta^f_i)}{v_i(\Theta^e_i)} \right] \cdot \frac{1}{f_i(\Theta^e_i)} \\
\text{subject to } z_i(\Theta^e_i, \Theta^f_i) \in \arg \min_{z_i} \left[ \alpha_i(\Theta^e_i)C\left(q(\Theta^e_i, \Theta^f_i), z_i\right) + h_i(z_i) v_i(\Theta^f_i) \right] \quad \forall u; \quad \Theta^e_i \in \Theta^e_i; \quad \Theta^f_i \in \Theta^f_i.
\]

The first part of the solution is then to select, for every \(\{1,2,\ldots,k\}, \alpha_i(\Theta^e_i) \in (0,1)\) such that
\[
\frac{v_i(\Theta^e_i)}{v_i(\Theta^f_i)} \cdot \frac{1}{f_i(\Theta^e_i)} \cdot \frac{1}{1 - \alpha_i(\Theta^e_i)} = 1.
\]
This gives \(\alpha_i(\Theta^e_i) = \frac{v_i(\Theta^e_i)}{h_i(\Theta^e_i)}\), which is equation (7). Efficient operations are then
\[
\hat{z}_i(\Theta^e_i, \Theta^f_i) = \arg \min_{z_i} \left[ C(1, z_i) + h_i(z_i) h_i(\Theta^e_i) \cdot \left( \frac{v_i(\Theta^f_i)}{v_i(\Theta^e_i)} \right) \right].
\]
The second part of the solution to the relaxed program is to find the optimal internal-trade rule \(\hat{q}(\cdot)\). To do this, maximize pointwise over \(q \in \{0,1\}\); substitute the optimal \(\alpha_i(\Theta^e_i)\) and \(z_i(\Theta^e_i, \Theta^f_i)\); and use (A-1) to conclude:
\[
\hat{q}(\Theta^e_i, \Theta^f_i) = 1 \text{ if and only if } E_{\Theta^f_i} \left[ \Gamma(\Theta^e_i, \Theta^f_i) \right] \geq 0.
\]
HQ then sets \(\beta_i(\Theta^e_i)\) to satisfy (A-12). The fact that the production manager reports truthfully when faced with the menus of contracts \(\{\alpha_i(\Theta^e_i), \beta_i(\Theta^e_i)\}\) can be verified using the Mirrlees (1986) technique in the same manner as (though more tediously than) for the marketing manager.

**Step 4 – Firm’s operations under the cost-based transfer-pricing contract.** In step 3, we derived the optimal operations of the firm under a relaxed contract-design program. The final step is to show that the firm’s expected profit with the additional constraint is the same as in the modified program.

For all \(u \in \{1,\ldots,k\}, \Theta_i \in \Theta^e_i, \Theta_i \in \Theta^f_i\), the production manager’s operating decision \(z^{CB}_i(\Theta^e_i, \Theta^f_i)\) is identical to \(\hat{z}_i(\Theta^e_i, \Theta^f_i)\) – the optimal one in the relaxed program. From (8) and (9), the marketing manager orders the product if and only if \(E_{\Theta^f_i} \left[ \Gamma(\Theta^e_i, \Theta^f_i) \right] \geq 0\); thus, from (A-16), \(q^{CB}(\Theta^e_i, \Theta^f_i) = \hat{q}(\Theta^e_i, \Theta^f_i)\). It is easy to verify that under either the firm’s problem or the relaxed problem the production manager with the worst private information \(\bar{\Theta}_i\) does not receive any informational rents. The revenue equivalence theorem (Myerson, 1981, among others) then guarantees that the firm’s expected profit is identical to the one under
Theorem 2. $q^{\text{NEG}} : M_1 \times \Theta_1 \times \Theta_2 \to \{0,1\}$ represents the internal-trade decisions with negotiated pricing.

With truthful reporting, profit shares in (10) guarantee that the managers operate their divisions efficiently. HQ sets

$$
\beta_1(\Theta^u) = \delta E_{\Theta_1} \left[ \sum_{t=0}^{n-1} \left[ b_1 \left( z_1(\Theta^u_1, \Theta_2) \right) \left( v_1 \left( \Theta^u_1, \Theta_2 \right) - v_1 \left( \Theta^u_1 \right) \right) \right] - \alpha_1(\Theta^u) \int_{m_0}^{\Theta^u} \Gamma \left( \Theta^u, t, \Theta_2 \right) f_1(t) dt \right];
$$

$$
\beta_2(m_2) = \delta \sum_{n=1}^\infty \left[ \int_{m_2}^{\Theta^u_2} b_2 \left( z_2(\Theta^u, t) \right) v'_2(t) dt \left( F_1 \left( \Theta^u_1 \right) - F_1 \left( \Theta^u_1 \right) \right) \right],
$$

where $z_1(\Theta^u_1, \Theta_2) = z_1(\Theta^u_1, \Theta_1)$; $z_2(\Theta^u, \Theta_2) = z_2(\Theta^u, \Theta_2)$ if $\Gamma(\Theta^u, \Theta^u, \Theta_2) \geq 0$; otherwise, $\dot{z}_1(\Theta^u_1, \Theta_2) = \dot{z}_2(\Theta^u_1, \Theta_2) = 0$. HQ also sets a suitable intervention policy; one example is if, following $a^0 = (\Theta^u_1, m_2)$, time period $\pi$ is reached, HQ requires manager $i$ to implement the operating decisions $\dot{z}_i(\Theta^u_1, m_2)$, forces internal transfer if and only if $\Gamma(\Theta^u_1, \Theta^u, \Theta_2) \geq 0$, and pays the managers

$$
x_1 = b_1 \left( z_1(\Theta^u_1, m_2) \right) v_1(\Theta^u_1) + \sum_{n=1}^\infty \left[ b_1 \left( z_1(\Theta^u_1, m_2) \right) \left( v_1(\Theta^u_1) - v_1(\Theta^u_1) \right) \right];
$$

$$
x_2 = b_2 \left( z_2(\Theta^u, m_2) \right) v_2(m_2) + \int_{m_2}^{\Theta^u_2} b_2 \left( z_2(\Theta^u, t) \right) v'_2(t) dt.
$$

Now a straightforward adaptation of Vaysman (2005) guarantees that, when managers have private information $\Theta_1 \in \Theta^u_1, \Theta_2 \in \Theta_2$, every perfect Bayesian equilibrium of managers’ interactions is a truth-telling one ($a^0 = (\Theta^u_1, \Theta_2)$). Also, if $\Gamma(\Theta^u_1, \Theta, \Theta_2) \geq 0$, managers agree at $n = 1$ to produce and transfer at the price in (28); if $\Gamma(\Theta^u_1, \Theta, \Theta_2) < 0$, managers agree at $n = 1$ not to produce.

We complete the proof of the theorem by showing that as long as the discount factor $\delta$ is strictly decreasing in the length of each bargaining period $\Delta$, the firm’s expected profit is higher under negotiated transfer pricing than under cost-based transfer pricing. We prove this for the case where the discount factor represents continuous discounting at the rate $r$, or $\delta = e^{-\lambda r}$. The profit-sharing parameters under each method are equal. Divisional operations are then:

\begin{enumerate}
\item if $q^{\text{CB}}(\Theta^u_1, \Theta_2) = 1$ and $q^{\text{NEG}}(\Theta^u_1, \Theta_1, \Theta_2) = 1$, then

$$
z_{11}^{\text{NEG}}(\Theta^u_1, \Theta_1) = z_{11}^{\text{CB}}(\Theta^u_1, \Theta_1) \in \arg \min_{z_1} \left[ C(1, z_1) + b_1 \left( z_1 \right) \left( v_1(\Theta_1) / v_1(\Theta^u) \right) h_1(\Theta^u_1) \right],$$

\end{enumerate}
\[ z_N^{\text{NEG}}(\theta_2, \theta_2) = z_C^{\text{CB}}(\theta_2, \theta_2) = \pi_2(\theta_2); \]  
\[ (A-18) \]

(ii) if \( q^{\text{CB}}(\theta^u_1, \theta_2) = 0 \) and \( q^{\text{NEG}}(\theta^u_1, \theta_1, \theta_2) = 0 \), then each manager sets the productivity parameter to zero under either transfer-pricing system.

With the optimal cost-based system of Theorem 1, the firm’s expected profit is

\[ \Pi^{\text{CB}} \equiv E_{\theta_1} \left[ \sum_{u=1}^{k} q^{\text{CB}}(\theta^u_1, \theta_2) E_{\theta_2 \sim \theta^u_2} \left[ \Gamma(\theta^u_1, \theta_1, \theta_2) \right] \right]. \]

\[ (A-19) \]

With \( \Pi^{\text{NEG}} \equiv E_{\theta_1} \left[ \sum_{u=1}^{k} E_{\theta_2 \sim \theta^u_2} \left[ q^{\text{NEG}}(\theta^u_1, \theta_1, \theta_2) \Gamma(\theta^u_1, \theta_1, \theta_2) \right] \right] \), the firm’s expected profit under these negotiated transfer-pricing equilibria is \( \delta \Pi^{\text{NEG}} \).

Let \( \epsilon = \ln \left[ \frac{1}{2} \left( \frac{\Pi^{\text{CB}}}{\Pi^{\text{NEG}}} + 1 \right) \right] \). For every \( \theta_2 \in \Theta_2 \) and every \( u \in \{1,2,\ldots,k\} \), partition the interval \( \Theta^u_1 \) into the following four sets:

- \( S_0(\theta^u_1, \theta_2) \equiv \{ \theta_1 \in \Theta^u_1 \text{ such that } q^{\text{CB}}(\theta^u_1, \theta_2) = 0 \} \); 
- \( S_1(\theta^u_1, \theta_2) \equiv \{ \theta_1 \in \Theta^u_1 \text{ such that } q^{\text{CB}}(\theta^u_1, \theta_2) = 1 \} \);
- \( S_2(\theta^u_1, \theta_2) \equiv \{ \theta_1 \in \Theta^u_1 \text{ such that } q^{\text{CB}}(\theta^u_1, \theta_2) = 0 \} \);
- \( S_3(\theta^u_1, \theta_2) \equiv \{ \theta_1 \in \Theta^u_1 \text{ such that } q^{\text{CB}}(\theta^u_1, \theta_2) = 1 \} \).

\[ (A-20) \]

\[ (A-21) \]

\[ (A-22) \]

\[ (A-23) \]

For every \( \theta_2 \in \Theta_2 \) and every \( u \in \{1,2,\ldots,k\} \), at least two and at most three of the sets \( S_j(\theta^u_1, \theta_2) \) are non-empty. For at least some \( \theta_2 \in \Theta_2 \) and \( u \in \{1,2,\ldots,k\} \), the sets \( S_2(\theta^u_1, \theta_2) \) and \( S_3(\theta^u_1, \theta_2) \) are non-empty.

For every \( \theta_2 \in \Theta_2 \) and every \( u \in \{1,2,\ldots,k\} \), we use (A-17) and (A-18) to derive the following:

\[ \int_{\theta_1 \in S_j(\theta^u_1, \theta_2)} \left[ q^{\text{NEG}}(\theta^u_1, \theta_1, \theta_2) \Gamma(\theta^u_1, \theta_1, \theta_2) f_1(\theta_1) d\theta_1 \right] = q^{\text{CB}}(\theta^u_1, \theta_2) \int_{\theta_1 \in S_j(\theta^u_1, \theta_2)} \Gamma(\theta^u_1, \theta_1, \theta_2) f_1(\theta_1) d\theta_1; \]

\[ \int_{\theta_1 \in S_j(\theta^u_1, \theta_2)} \left[ q^{\text{NEG}}(\theta^u_1, \theta_1, \theta_2) \Gamma(\theta^u_1, \theta_1, \theta_2) f_1(\theta_1) d\theta_1 \right] = q^{\text{CB}}(\theta^u_1, \theta_2) \int_{\theta_1 \in S_j(\theta^u_1, \theta_2)} \Gamma(\theta^u_1, \theta_1, \theta_2) f_1(\theta_1) d\theta_1. \]

When \( \theta_1 \in S_2(\theta^u_1, \theta_2) \), \( q^{\text{NEG}}(\theta^u_1, \theta_1, \theta_2) = 0 \) and, thus, \( \Gamma(\theta^u_1, \theta_1, \theta_2) < 0 \). Hence,

\[ \int_{\theta_1 \in S_2(\theta^u_1, \theta_2)} \left[ q^{\text{NEG}}(\theta^u_1, \theta_1, \theta_2) \Gamma(\theta^u_1, \theta_1, \theta_2) f_1(\theta_1) d\theta_1 \right] > \int_{\theta_1 \in S_2(\theta^u_1, \theta_2)} \left[ q^{\text{CB}}(\theta^u_1, \theta_2, \theta_2) \Gamma(\theta^u_1, \theta_2, \theta_2) f_1(\theta_1) d\theta_1 \right]. \]

When \( \theta_1 \in S_3(\theta^u_1, \theta_2) \), \( q^{\text{NEG}}(\theta^u_1, \theta_1, \theta_2) = 1 \) and, thus, \( \Gamma(\theta^u_1, \theta_1, \theta_2) \geq 0 \). Hence,
Combining the above four results, summing over \( u \in \{1,2,\ldots,k\} \), and taking expectation over \( \Theta_2 \):

\[
E_{\Theta_2} \left[ \sum_{u=1}^{k} E_{\Theta_1} \left[ q^{NEG} (\Theta_u, \theta_1, \theta_2) \Gamma (\Theta_u, \theta_1, \theta_2) f_1 (\theta_1) d\theta_1 \right] \right] > E_{\Theta_2} \left[ \sum_{u=1}^{k} q^{CB} (\Theta_u, \theta_2) \Gamma (\Theta_u, \theta_1, \theta_2) f_1 (\theta_2) d\theta_2 \right],
\]

or \( \Pi^{NEG} > \Pi^{CB} \). From (A-19), we thus have \( \left[ \frac{1}{2} \left( \frac{\Pi^{CB}}{\Pi^{NEG}} + 1 \right) \right] < 1 \) and \( \epsilon > 0 \). With \( 0 < \Delta < \epsilon \),

\[
e^{-\epsilon \Delta} > \left[ \frac{1}{2} \left( \frac{\Pi^{CB}}{\Pi^{NEG}} + 1 \right) \right], \quad \text{and} \quad \delta \Pi^{NEG} = e^{-\epsilon \Delta} \Pi^{NEG} > \Pi^{NEG} \left[ \frac{1}{2} \left( \frac{\Pi^{CB}}{\Pi^{NEG}} + 1 \right) \right] > \Pi^{CB}.
\]

**Theorem 3.** Begin with an information system with \( k \) reporting intervals. Let \( K \equiv \{k,2k,4k,\ldots\} \) represent the set indexing the sequence of improved information systems. We use \( M_{1,j}, j \in K \), to refer to the production manager’s message space under the system with \( j \) reporting partitions. A generic reporting interval in this system is \( \Theta_{1,j}, u \in \{1,2,\ldots,j\} \). The private information with average pre-transfer costs in the interval \( \Theta_{1,j} \) is \( \theta_{1,j} \). We continue to use \( \Theta_{1,j} \) to represent production manager’s report that private information is in the interval \( \Theta_{1,j} \). We use

\[
G (\theta_1, \theta_2) \equiv \left[ R (q^{SB} (\theta_1, \theta_2), \mathbb{E} (\theta_2)) - C (q^{SB} (\theta_1, \theta_2), \mathbb{E} (\theta_1)) - \sum_{i=1}^{2} b_i (\mathbb{E} (\theta_i)) h_i (\theta_i) \right] \quad (A-24)
\]
to represent the firm’s gains from trade in the absence of IT constraints. Let \( \Pi^{SB} \equiv E_{(\Theta_1, \Theta_2)} \left[ G (\theta_1, \theta_2) \right] \).

\( \Pi^{NEG}_j \) represents expected profit for the optimal negotiated transfer-pricing scheme with an IT system with \( j \in K \) intervals. For any bargaining-period length \( \Delta \), with discount factor \( \delta \), for all \( j \in K \),

\[
\Pi^{NEG}_j \leq \delta \Pi^{SB} . \quad (A-25)
\]

For optimal cost-based pricing from Theorem 1, with an IT system with \( j \in K \) intervals, we use the following notation: \( \Pi^{CB}_j \) is the firm’s expected profit; \( q^{CB}_j : M_{1,j} \times \Theta_2 \rightarrow [0,1] \) is the marketing manager’s internal-ordering decision; \( z^{CB}_{1,j} (\Theta_{1,j}, \theta_1) \) is the production manager’s operating decision:

\[
z^{CB}_{1,j} (\Theta_{1,j}, \theta_1) \in \arg \min_{z \in Z_1} \left[ C (1, z_1) + h_1 (z_1) h_1 (\theta_{1,j}) / v_1 (\theta_{1,j}) \right]. \quad (A-26)
\]
The gains from trade with an IT system with \( j \) intervals are
\[
\Gamma_j(\Theta^u_{i,j}, \theta_1, \theta_2) = \left[ R \left( 1, \bar{z}_i(\theta_2) \right) - b_2 \left( \bar{z}_i(\theta_2) \right) h_2(\theta_2) \right] \\
- \left[ C \left( 1, z^cB_{i,j} \left( \Theta^u_{i,j}, \theta_1 \right) \right) + b_1 \left( z^cB_{i,j} \left( \Theta^u_{i,j}, \theta_1 \right) \right) \left( v_i(\theta_1) / v_i(\theta^u_{i,j}) \right) h_i(\theta_{i,j}) \right].
\]

(A-27)

For each information system \( j \in K \), for every \( \theta_2 \in \Theta_2 \), and for every \( u \in \{1, 2, \ldots, j\} \), partition the reporting interval \( \Theta^u_{i,j} \) into the following four sets:

\[
\begin{align*}
S^a_{i,j}(\Theta^u_{i,j}, \theta_2) &\equiv \{ \theta_1 \in \Theta^u_{i,j} \text{ such that } q^cB_{j,i,j}(\Theta^u_{i,j}, \theta_2) = 0 \text{ and } q^SB(\theta_1, \theta_2) = 0 \}; \\
S^b_{i,j}(\Theta^u_{i,j}, \theta_2) &\equiv \{ \theta_1 \in \Theta^u_{i,j} \text{ such that } q^cB_{j,i,j}(\Theta^u_{i,j}, \theta_2) = 1 \text{ and } q^SB(\theta_1, \theta_2) = 0 \}; \\
S^c_{i,j}(\Theta^u_{i,j}, \theta_2) &\equiv \{ \theta_1 \in \Theta^u_{i,j} \text{ such that } q^cB_{j,i,j}(\Theta^u_{i,j}, \theta_2) = 1 \text{ and } q^SB(\theta_1, \theta_2) = 1 \}; \\
S^d_{i,j}(\Theta^u_{i,j}, \theta_2) &\equiv \{ \theta_1 \in \Theta^u_{i,j} \text{ such that } q^cB_{j,i,j}(\Theta^u_{i,j}, \theta_2) = 0 \text{ and } q^SB(\theta_1, \theta_2) = 1 \}.
\end{align*}
\]

(A-28) to (A-31)

With \( q^cB_{j,i,j}(\Theta^u_{i,j}, \theta_2) = 1 \) if and only if \( \Gamma_j(\Theta^u_{i,j}, \theta_1, \theta_2) \geq 0 \), and \( q^SB(\theta_1, \theta_2) = 1 \) if and only if \( G(\theta_1, \theta_2) \geq 0 \),

\[
\Pi^cB_j = E_{\Theta_1} \left[ \sum_{u=1}^n \left( \sum_{m=1}^2 E_{S^c_{u,j}(\Theta^u_{i,j}, \theta_2)} \left[ \Gamma_j(\Theta^u_{i,j}, \theta_1, \theta_2) \right] \right) \right],
\]

(A-32)

\[
\Pi^SB_j = E_{\Theta_1} \left[ \sum_{u=1}^n \left( \sum_{m=2}^3 E_{S^c_{u,j}(\Theta^u_{i,j}, \theta_2)} \left[ G(\theta_1, \theta_2) \right] \right) \right].
\]

(A-33)

For every \( \theta_1 \in \Theta_1 \), for every \( \epsilon > 0 \), there is a \( j \in K \) such that if \( l \in K, l > j \), and \( \theta_1 \in \Theta^u_{i,j} \), then

\[ |\theta_1 - \theta^u_{i,l}| < \epsilon \text{ for all } u \in \{1, 2, \ldots, l\}. \]

For all \( j \), for all \( u \in \{1, 2, \ldots, j\} \): (i) (A-26) and (3) imply that

\[ z^cB_{i,j} \left( \Theta^u_{i,j}, \theta^u_{i,j} \right) = \bar{z}_i(\theta^u_{i,j}) \text{; and (ii) (A-27) and (A-1) imply that } \Gamma_j(\Theta^u_{i,j}, \theta_1, \theta_2) = G(\theta_1, \theta_2) \text{ for every } \theta_2 \in \Theta_2. \]

With \( \bar{z}^cB_{i,j} \left( \Theta^u_{i,j}, \theta^u_{i,j} \right) \) and \( \Gamma_j(\Theta^u_{i,j}, \theta_1, \theta_2) \) are monotone in \( \theta_1 \); thus, for every \( \theta_1 \in \Theta_1 \), for every \( \epsilon > 0 \), there is a \( j \in K \) such that if \( l \in K, l > j \), and \( \theta_1 \in \Theta^u_{i,j} \), then

\[ |\Gamma_j(\Theta^u_{i,j}, \theta_1, \theta_2) - G(\theta_1, \theta_2)| < \epsilon \text{ for all } u \in \{1, 2, \ldots, l\}, \theta_2 \in \Theta_2. \]

(A-34)

This uniform convergence of \( \Gamma_j(\Theta^u_{i,j}, \theta_1, \theta_2) \) to \( G(\theta_1, \theta_2) \) in turn implies that there is a \( j \in K \) such that for all \( l \in K, l > j \), and \( \theta_2 \in \Theta_2 \):

\[
\sum_{u=1}^l \left[ \int_{\theta_1 \in S^a_{u,j}(\Theta^u_{i,j}, \theta_2)} f_i(\theta) \right] \leq \sum_{u=1}^j \left[ \int_{\theta_1 \in S^a_{u,j}(\Theta^u_{i,j}, \theta_2)} f_i(\theta) \right]; \text{ and}
\]

\[
\sum_{u=1}^l \left[ \int_{\theta_1 \in S^b_{u,j}(\Theta^u_{i,j}, \theta_2)} f_i(\theta) \right] \leq \sum_{u=1}^j \left[ \int_{\theta_1 \in S^b_{u,j}(\Theta^u_{i,j}, \theta_2)} f_i(\theta) \right].
\]

(A-35) and (A-36)

Since \( \delta > 0 \), (A-34) and (A-35) imply that for some \( j' \in K \), if \( l \in K \) and \( l > j' \), then for all \( \theta_2 \in \Theta_2 \),
\[
\sum_{u=1}^{l} \left[ \int_{\theta_{u} \in \Theta(u)} \left| \Gamma_I(\Theta_{u}, \theta_{1}, \theta_{2}) - G(\theta_{1}, \theta_{2}) \right| f_{\epsilon}(\theta_{1}) \right] \leq \frac{\delta}{4}, \text{ and, thus}
\]
\[
E_{\Theta} \sum_{u=1}^{l} \left[ \int_{\theta_{u} \in \Theta(u)} \left| \Gamma_I(\Theta_{u}, \theta_{1}, \theta_{2}) - G(\theta_{1}, \theta_{2}) \right| \right] \leq \frac{\delta}{4}. \quad (A-37)
\]
From (A-34) and (A-36), for some \( j^* \in K \), if \( l \in K \) and \( l > j^* \), then for all \( \theta_{2} \in \Theta_{2} \),
\[
\sum_{u=1}^{l} \left[ \int_{\theta_{u} \in \Theta(u)} \left| \Gamma_I(\Theta_{u}, \theta_{1}, \theta_{2}) - G(\theta_{1}, \theta_{2}) \right| f_{\epsilon}(\theta_{1}) \right] \leq \frac{\delta}{4}, \text{ and, thus}
\]
\[
E_{\Theta} \sum_{u=1}^{l} \left[ \int_{\theta_{u} \in \Theta(u)} \left| \Gamma_I(\Theta_{u}, \theta_{1}, \theta_{2}) - G(\theta_{1}, \theta_{2}) \right| \right] \leq \frac{\delta}{4}. \quad (A-38)
\]
For some \( \hat{j} \in K \), if \( l \in K \) and \( l > \hat{j} \), then \( \left| \Gamma_I(\Theta_{l}, \theta_{1}, \theta_{2}) - G(\theta_{1}, \theta_{2}) \right| < \frac{\delta}{4} \) for all \( \theta_{2} \in \Theta_{2} \), \( u \in \{1, 2, \ldots, l\} \), \( \theta_{1} \in \Theta_{1}^{u} \). Now if \( l \in K \) and \( l > \max \{j^*, \hat{j}^*, \hat{j} \} \), then, by (A-37) and (A-38),
\[
\left| \Pi_{I}^{CB} - \Pi_{I}^{SP} \right| = E_{\Theta} \left[ \sum_{u=1}^{l} \left( \sum_{m=1}^{k} \int_{\theta_{u} \in \Theta(u)} \left| \Gamma_I(\Theta_{u}, \theta_{1}, \theta_{2}) - G(\theta_{1}, \theta_{2}) \right| \right) \right] \leq \frac{3}{4} \delta.
\]
This, along with (A-25), gives \( \Pi_{I}^{CB} > \Pi_{I}^{NEG} \), completing the proof.

**Theorem 4.** The marketing manager’s reporting set \( M_{2} = \{\Theta_{2}, \Theta_{2}^{2}, \ldots, \Theta_{2}^{k}\} \) is a partition of \( \Theta_{2} \) into \( k \) intervals numbered in order of increasing \( \theta_{2} \) (the results are not affected if the managers’ reporting sets are of different sizes). We use \( \bar{\Theta}_{2}^{u} \) to refer to the upper bound of \( \Theta_{2}^{u} \); the “typical” private-information realization \( \theta_{2}^{u} \) in \( \Theta_{2}^{u} \) is implicitly defined by \( h_{2}(\theta_{2}^{u}) = E_{\Theta} \left[ h_{2}(\theta_{2}) \right] \). For completeness, set \( \bar{\Theta}_{2}^{0} = \Theta_{2} \). We prove the theorem in three steps: (i) we document the firm’s operations with optimal cost-based transfer pricing; (ii) we show how HQ uses menus of managerial compensation contracts and intervention rules to guide the managers toward a truth-telling perfect Bayesian bargaining equilibrium under negotiated pricing; (iii) we show that, for a large enough discount factor \( \delta \), the firm earns strictly higher expected profit under negotiated pricing.

**Step 1.** To document the firm’s operations under optimal cost-based transfer pricing, we adjust the contract from Theorem 1 to incorporate marketing’s IT constraints. First, note that, similar to Step 2 of Theorem 1 proof, there is no loss for the HQ in considering only truth-inducing contracts with each manager. HQ then uses: (i) \( \alpha_{1}(\Theta_{1}^{u}) \) and \( \alpha_{2}(\Theta_{2}^{u}) \) to provide incentives for the managers to operate efficiently; (ii) the transfer-pricing rule to manage internal trade given efficient divisional operations; and (iii) \( \beta_{1}(\Theta_{1}^{u}) \) and \( \beta_{2}(\Theta_{2}^{u}) \) to guarantee truthful reporting given the other contracting components.
Along the lines of Step 3 of Theorem 1 proof, efficient divisional operations when \( q^{CB} = 1 \) satisfy
\[
z^*_1(\Theta^*_1, \theta_1) \in \arg\min_{z_1 \leq z_1} \left[ C(1, z_1) + h_1(z_1) h_1(\theta_1') \left( v_1(\theta_1') / v_1(\theta_1') \right) \right] \quad \text{and} \quad \tag{A-39}
\]
\[
z^*_2(\Theta^*_2, \theta_2) \in \arg\max_{z_2 \leq z_2} \left[ R(1, z_2) - b_2(z_2) h_2(\theta_2') \left( v_2(\theta_2') / v_2(\theta_2') \right) \right]. \tag{A-40}
\]

To provide incentives for the managers to operate their divisions efficiently, HQ sets profit shares\(^{28}\)
\[
\alpha_1(\Theta^*_1) = \frac{v_1(\theta_1')}{h_1(\theta_1')}; \quad \alpha_2(\Theta^*_2) = \frac{v_2(\theta_2')}{h_2(\theta_2')}. \tag{A-41}
\]

We use the following notation to represent each division’s efficient cash flow (including the divisional manager’s expected compensation) and the firm’s gains from trade:
\[
R' \left( \Theta^*_1, \theta_1 \right) = R \left( 1, z^*_1(\Theta^*_1, \theta_1) \right) - b_2 \left( z^*_1(\Theta^*_1, \theta_1) \right) h_2(\theta_1') \frac{v_2(\theta_1')}{v_2(\theta_1')}; \tag{A-42}
\]
\[
C^* \left( \Theta^*_1, \theta_1 \right) = C \left( 1, z^*_1(\Theta^*_1, \theta_1) \right) + h_1(\theta_1') h_1(\theta_1') \frac{v_1(\theta_1')}{v_1(\theta_1')}; \tag{A-43}
\]
\[
\Gamma(\theta_1, \theta_2, \Theta^*_1, \Theta^*_2) \equiv R' \left( \Theta^*_1, \theta_2 \right) - C^* \left( \Theta^*_1, \theta_2 \right). \tag{A-44}
\]

Anticipating \( \beta_1(\Theta^*_1) \) and \( \beta_2(\Theta^*_2) \) specified below, along the lines of Steps 3 and 4 of Theorem 1 proof, the firm’s optimal internal trade decision is
\[
q^{CB} \left( \Theta^*_1, \Theta^*_2, \theta_2 \right) = 1 \quad \text{if and only if} \quad E_0^{\epsilon'} \left[ \Gamma(\theta_1, \theta_2, \Theta^*_1, \Theta^*_2) \right] \geq 0. \tag{A-45}
\]

The cost-based transfer-pricing rule \( T(\Theta^*_1) \) that implements this decision is identical to (9).

HQ guarantees truthful reporting at a minimum cost with the following fixed-salary components of managers’ compensation (this can be checked using the Mirrlees, 1986 technique):
\[
\beta_1(\Theta^*_1) = \sum_{k=1}^{k} E_{\epsilon_1} \left[ q^{CB} \left( \Theta^*_1, \Theta^*_2, \theta_2 \right) \left( b_1 \left( z^*_1(\Theta^*_1, \Theta^*_2) \right) \right) \left( v_1(\theta_1') - \alpha_1(\Theta^*_1) \right) \left( T(\Theta^*_1) - C \left( 1, z^*_1(\Theta^*_1, \Theta^*_2) \right) \right) \right] \tag{A-46}
\]
\[
+ \sum_{k=1}^{k} E_{\epsilon_2} \left[ \sum_{j=1}^{j} q^{CB} \left( \Theta^*_1, \Theta^*_2, \theta_2 \right) b_1 \left( z^*_1(\Theta^*_1, \Theta^*_2) \right) v_1(\theta_1') - \frac{v_1(\theta_1')}{v_1(\theta_1')} \right];
\]
\[
+ \sum_{k=1}^{k} E_{\epsilon_1} \left[ q^{CB} \left( \Theta^*_1, \Theta^*_2, \theta_2 \right) b_2 \left( z^*_1(\Theta^*_1, \Theta^*_2) \right) \frac{v_2(\theta_2')}{v_2(\theta_2')} - \frac{v_2(\theta_2')}{v_2(\theta_2')} \right]; \tag{A-47}
\]
\[
\beta_2(\Theta^*_2) = \sum_{k=1}^{k} E_{\epsilon_2} \left[ q^{CB} \left( \Theta^*_1, \Theta^*_2, \theta_2 \right) \left( b_2 \left( z^*_1(\Theta^*_1, \Theta^*_2) \right) \right) v_2(\theta_2') - \alpha_2(\Theta^*_2) \Gamma(\theta_1, \theta_2, \Theta^*_1, \Theta^*_2) \right]
\]
\[
+ \sum_{k=1}^{k} E_{\epsilon_2} \left[ \sum_{j=1}^{j} q^{CB} \left( \Theta^*_1, \Theta^*_2, \theta_2 \right) b_2 \left( z^*_1(\Theta^*_1, \Theta^*_2) \right) \frac{v_2(\theta_2')}{v_2(\theta_2')} - \frac{v_2(\theta_2')}{v_2(\theta_2')} \right].
\]

\(^{28}\) As expected, the production manager’s profit share is the same as in (7).
Step 2. We now show how negotiated transfer pricing allows the firm to diminish the cost-based-pricing method’s inefficiencies. Initially, we maintain the assumption that HQ can use \( \beta_1(\Theta^i_1) \) and \( \beta_2(\Theta^i_2) \) to support period-0 truthful reporting in a perfect Bayesian equilibrium (we will call such an equilibrium a \textit{truthful PBE}) with the following HQ-mandated instruments: (i) profit shares identical to the ones in (A-41); (ii) \( \pi = 2 \); (iii) HQ’s intervention threat to impose the optimal cost-based transfer price and let the marketing manager make the ordering decision.

Consider any game history \( \Upsilon^2 \) with \( a^0 = (\Theta^i_1, \Theta^i_2) \). Define \( \hat{\Theta}_2(\Theta^i_1, \Theta^i_2) \) as follows:

- If \( R^*(\Theta^i_1, \Theta^i_2) > E_{\Theta^i_1}[C^*(\Theta^i_1, \Theta_1^i)] \), let \( \hat{\Theta}_2(\Theta^i_1, \Theta^i_2) = \Theta^i_2 \).
- If \( R^*(\Theta^i_1, \Theta^i_2) < E_{\Theta^i_1}[C^*(\Theta^i_1, \Theta_1^i)] \), let \( \hat{\Theta}_2(\Theta^i_1, \Theta^i_2) = \Theta^i_2^{-1} \).
- Otherwise, implicitly define \( \hat{\Theta}_2(\Theta^i_1, \Theta^i_2) \) by \( R^*(\Theta^i_2, \hat{\Theta}_2(\Theta^i_1, \Theta^i_2)) = E_{\Theta^i_1}[C^*(\Theta^i_1, \Theta_1^i)] \).

We use \( U^i_1(\cdot) \) to represent the intervention-stage utility change of manager \( i \in \{1, 2\} \). By sequential rationality, if \( \Theta_2 > \hat{\Theta}_2(\Theta_1^i, \Theta_2^i) \), \( U^i_1(\Theta_1^i, \Theta_2^i, \Theta_1^i, \Theta_2^i, \Theta_1^i, \Theta_2^i) = U^i_1(\Theta_1^i, \Theta_2^i, \Theta_2^i, \Theta_1^i, \Theta_2^i) = 0 \); if \( \Theta_2 \leq \hat{\Theta}_2(\Theta_1^i, \Theta_2^i) \):

\[
U^i_1(\Theta_1^i, \Theta_2^i, \Theta_1^i, \Theta_2^i, \Theta_1^i, \Theta_2^i) = \alpha_i(\Theta_1^i)(E_{\Theta^i_1}[C^*(\Theta^i_1, \Theta_1^i)] - C(1, z^i_1(\Theta^i_1, \Theta_1^i))) - b_i(z^i_1(\Theta^i_1, \Theta_1^i))v_1(\Theta_1^i) = \alpha_i(\Theta_1^i)(E_{\Theta^i_1}[C^*(\Theta^i_1, \Theta_1^i)] - C^*(\Theta^i_1, \Theta_1^i));
\]

\[
U^i_2(\Theta_1^i, \Theta_2^i, \Theta_1^i, \Theta_2^i, \Theta_1^i, \Theta_2^i) = \alpha_2(\Theta_2^i)(R[1, z^i_2(\Theta_1^i, \Theta_2^i)] - E_{\Theta^i_1}[C^*(\Theta^i_1, \Theta_1^i)]) - b_2(z^i_2(\Theta_1^i, \Theta_2^i))v_2(\Theta_2^i) = \alpha_2(\Theta_2^i)(R^*(\Theta_1^i, \Theta_2^i) - E_{\Theta^i_1}[C^*(\Theta^i_1, \Theta_1^i)]).
\]

In any truthful PBE where marketing’s period-1 price offer \( p_1 \) reveals whether \( \Theta_2 \) is (weakly) less than or greater than \( \hat{\Theta}_2(\Theta_1^i, \Theta_2^i) \), production’s acceptance strategy takes the form of two cut-off rules:

1. If \( \int_{\Theta_2} \hat{\Theta}_2(\Theta_2^i, \Theta_1^i) \mu_2(\Theta_2 \mid \Theta_1^i, \Theta_1^i) d\Theta_2 = 1 \), production accepts price offer \( p_1 \) if and only if

\[
\alpha_i(\Theta_1^i)(p_1 - C^*(\Theta_1^i, \Theta_1^i)) \geq \delta U^i_1(\Theta_1^i, \Theta_2^i, \Theta_1^i, \Theta_2^i, \Theta_1^i, \Theta_2^i),
\]

or, equivalently (because \( C^*(\Theta_1^i, \Theta_1^i) \) is increasing in \( \Theta_1^i \)) if and only if \( \Theta_1^i \geq \hat{\Theta}_1(\Theta_1^i, p_1) \), with \( \hat{\Theta}_1(\Theta_1^i, p_1) \) defined as follows:

- If \( p_1 > \delta E_{\Theta^i_1}[C^*(\Theta^i_1, \Theta_1^i)] + (1 - \delta)C^*(\Theta^i_1, \Theta^i_2) \), then \( \hat{\Theta}_1(\Theta^i_1, p_1) = \Theta^i_2 \).
- If \( p_1 < \delta E_{\Theta^i_1}[C^*(\Theta^i_1, \Theta_1^i)] + (1 - \delta)C^*(\Theta^i_1, \Theta^i_2^{-1}) \), then \( \hat{\Theta}_1(\Theta^i_1, p_1) = \Theta^i_2^{-1} \).
Otherwise, implicitly define \( \hat{\theta}_1(\Theta^*_1, p') \) by 
\[ p' = \delta E_{\Theta^*_1} \left[ C^*(\Theta^*_1, \hat{\theta}_1) \right] + (1 - \delta) C^*(\Theta^*_1, \hat{\theta}_1(\Theta^*_1, p')) \] (A-50)

2. If \( \int_{\Theta^*_1} \mu_1(\theta_1 | \theta_1, \Theta^*_1) d\theta_1 = 0 \), production accepts price offer \( p' \) if and only if \( p' \geq C^*(\Theta^*_1, \hat{\theta}_1) \), or, equivalently, if \( \hat{\theta}_1 \leq \hat{\theta}_1(\Theta^*_1, p') \), with \( \hat{\theta}_1(\Theta^*_1, p') \) defined as follows:

- If \( p' > C^*(\Theta^*_1, \Theta^*_1) \), then \( \hat{\theta}_1(\Theta^*_1, p') = \Theta^*_1 \);
- If \( p' < C^*(\Theta^*_1, \Theta^*_1) \), then \( \hat{\theta}_1(\Theta^*_1, p') = \Theta^*_1 \);
- Otherwise, implicitly define \( \hat{\theta}_1(\Theta^*_1, p') \) by 
\[ p' = C^*(\Theta^*_1, \hat{\theta}_1(\Theta^*_1, p')) \] (A-51)

Now consider the following pure strategies by the marketing manager after \( a^0 = (\Theta^*_1, \Theta^*_2) \):

**Case 1**: If \( \theta_2 \leq \hat{\theta}_2(\Theta^*_1, \Theta^*_2) \), marketing offers price \( p' \left( \Theta^*_1, \Theta^*_2, \theta_2 \right) \) that solves
\[ \max_{p'} \left( F_i \left( \hat{\theta}_1(\Theta^*_1, p') \right) - F_i \left( \Theta^*_1 \right) \right) \left( R^* \left( \Theta^*_2, \theta_2 \right) (1 - \delta) + \delta E_{\Theta^*_1} \left[ C^*(\Theta^*_1, \hat{\theta}_1) \right] - p' \right) \] (A-52)

**Case 2**: If \( \theta_2 > \hat{\theta}_2(\Theta^*_1, \Theta^*_2) \) and \( R^* \left( \Theta^*_2, \theta_2 \right) > C^*(\Theta^*_1, \Theta^*_1) \), marketing offers \( p' \left( \Theta^*_1, \Theta^*_2, \theta_2 \right) \) that solves
\[ \max_{p'} \left( F_i \left( \hat{\theta}_1(\Theta^*_1, p') \right) - F_i \left( \Theta^*_1 \right) \right) \left( R^* \left( \Theta^*_2, \theta_2 \right) - p' \right) \] (A-53)

**Case 3**: If \( R^* \left( \Theta^*_2, \theta_2 \right) < C^*(\Theta^*_1, \Theta^*_1) \), marketing manager offers “No Production”. (A-54)

We next show that these offers and the production manager’s strategy to accept marketing’s “No Production” offer and the cut-off price-acceptance rules \( \hat{\theta}_1(\Theta^*_1, p') \) and \( \hat{\theta}_1(\Theta^*_1, p') \) specified above are in equilibrium for the continuation game starting at period 1, given a high enough \( \delta \). In a truthful PBE, following \( a^0 = (\Theta^*_1, \Theta^*_2) \), the managers update their beliefs as follows:

\[ \mu_1 \left( \theta_2 | \theta_1, (\Theta^*_1, \Theta^*_2) \right) = f_2 \left( \theta_2 \right) \left( F_1 \left( \Theta^*_2 \right) - F_1 \left( \Theta^*_1 \right) \right) \] if \( \theta_2 \in \Theta^*_2 \); \[ \mu_1 \left( \theta_2 | \theta_1, (\Theta^*_1, \Theta^*_2) \right) = 0 \] otherwise; (A-55)

\[ \mu_2 \left( \theta_1 | \theta_2, (\Theta^*_1, \Theta^*_2) \right) = f_1 \left( \theta_1 \right) \left( F_1 \left( \Theta^*_2 \right) - F_1 \left( \Theta^*_1 \right) \right) \] if \( \theta_1 \in (\Theta^*_1, \Theta^*_2) \); \[ \mu_2 \left( \theta_1 | \theta_2, (\Theta^*_1, \Theta^*_2) \right) = 0 \] otherwise. (A-56)

Given these beliefs and the production manager’s strategy, if \( R^* \left( \Theta^*_2, \theta_2 \right) < C^*(\Theta^*_1, \Theta^*_1) \), any price offer by the marketing manager that has a strictly positive probability of being accepted must satisfy \( p' > C^*(\Theta^*_1, \Theta^*_1) \), which, since this implies \( p' > R^* \left( \Theta^*_2, \theta_2 \right) \), results in strictly negative utility for the marketing manager. With \( R^* \left( \Theta^*_2, \theta_2 \right) < C^*(\Theta^*_1, \Theta^*_1) < E_{\Theta^*_1} \left[ C^*(\Theta^*_1, \hat{\theta}_1) \right] \), intervention-stage trade also
strictly lowers the marketing manager’s utility. The marketing manager thus offers “No Production.”

We turn to Case 1. With \( \theta_1 \leq \hat{\theta}_1 \left( \Theta^*_1, \Theta^*_2 \right) \), if production rejects marketing’s offer \( p^1 \), there will be internal trade at \( n = 2 \). Given production’s cut-off strategy, marketing’s assessment of the probability that a price \( p^1 \) is accepted equals \( \int_{\hat{\Theta}}^{\Theta} \mu_{\mathcal{Z}} \left( \theta_1 | \theta_2 \left( \Theta^*_1, \Theta^*_2 \right) \right) d\theta_1 \); marketing’s utility change when this price is accepted is \( \left[ \alpha_z \left( \Theta_2^* \right) \left( R^* \left( \Theta_2^*, \theta_2 \right) - p^1 \right) \right] \). If the price is rejected, marketing earns the utility \( U^*_2 \left( \Theta^*_1, \Theta^*_2, \theta_2 \right) \) one period later. Substituting (A-49) and (A-56), marketing picks \( p^1 \) to maximize

\[
\frac{F_1 \left( \hat{\Theta} \left( \Theta^*_1, p^1 \right) \right) - F_1 \left( \tilde{\Theta}^{u-1} \right)}{F_1 \left( \tilde{\Theta}^u \right) - F_1 \left( \tilde{\Theta}^{u-1} \right)} - \alpha_z \left( \Theta_2^* \right) \left[ R^* \left( \Theta_2^*, \theta_2 \right) - p^1 \right] + \left( \frac{1 - F_1 \left( \hat{\Theta} \left( \Theta^*_1, p^1 \right) \right) - F_1 \left( \tilde{\Theta}^{u-1} \right)}{F_1 \left( \tilde{\Theta}^u \right) - F_1 \left( \tilde{\Theta}^{u-1} \right)} \right) \delta \alpha_z \left( \Theta_2^* \right) \left[ R^* \left( \Theta_2^*, \theta_2 \right) - E_{\theta^*_{\mathcal{Z}}} \left[ C^* \left( \Theta^*_1, \theta_1 \right) \right] \right],
\]

which, after rearranging and dividing by \( \alpha_z \left( \Theta_2^* \right) \left( F_1 \left( \tilde{\Theta}^u \right) - F_1 \left( \tilde{\Theta}^{u-1} \right) \right)^{-1} > 0 \), yields (A-52).

In Case 2, with \( \theta_2 > \hat{\theta}_2 \left( \Theta^*_1, \Theta^*_2 \right) \), marketing’s assessment of the probability that \( p^1 \) is accepted equals \( \int_{\hat{\Theta}}^{\Theta} \mu_{\mathcal{Z}} \left( \theta_1 | \theta_2 \left( \Theta^*_1, \Theta^*_2 \right) \right) d\theta_1 \); with no intervention-stage trade, marketing picks \( p^1 \) to maximize

\[
\frac{F_1 \left( \hat{\Theta} \left( \Theta^*_1, p^1 \right) \right) - F_1 \left( \tilde{\Theta}^{u-1} \right)}{F_1 \left( \tilde{\Theta}^u \right) - F_1 \left( \tilde{\Theta}^{u-1} \right)} \alpha_z \left( \Theta_2^* \right) \left[ R^* \left( \Theta_2^*, \theta_2 \right) - p^1 \right],
\]

which is equivalent to (A-53).

Next, we show that, for a large enough \( \delta \), \( p^1 \left( \Theta^*_1, \Theta^*_2, \theta_2 \right) \) reveals whether \( \theta_2 < \hat{\theta}_2 \left( \Theta^*_1, \Theta^*_2 \right) \). We do this by contradiction: suppose for some \( \theta_2 < \hat{\theta}_2 \left( \Theta^*_1, \Theta^*_2 \right) \) \( p^1 \left( \Theta^*_1, \Theta^*_2, \theta_2 \right) = p^1 \left( \Theta^*_1, \Theta^*_2, \theta'_2 \right) \).

Differentiating (A-52) and rearranging, \( p^1 \left( \Theta^*_1, \Theta^*_2, \theta_2 \right) \) satisfies

\[
p^1 \left( \Theta^*_1, \Theta^*_2, \theta_2 \right) = R^* \left( \Theta_2^*, \theta_2 \right) \left( 1 - \delta \right) + \delta E_{\theta^*_{\mathcal{Z}}} \left[ C^* \left( \Theta^*_1, \theta_1 \right) \right]
\]

\[
\frac{F_1 \left( \hat{\Theta} \left( \Theta^*_1, p^1 \left( \Theta^*_1, \Theta^*_2, \theta'_2 \right) \right) \right) - F_1 \left( \tilde{\Theta}^{u-1} \right)}{f_1 \left( \hat{\Theta} \left( \Theta^*_1, p^1 \left( \Theta^*_1, \Theta^*_2, \theta'_2 \right) \right) \right) \frac{\partial}{\partial p_1} \hat{\Theta} \left( \Theta^*_1, p^1 \left( \Theta^*_1, \Theta^*_2, \theta'_2 \right) \right)}. \tag{A-57}
\]

From (A-53), \( p^1 \left( \Theta^*_1, \Theta^*_2, \theta'_2 \right) \) satisfies

\[
p^1 \left( \Theta^*_1, \Theta^*_2, \theta'_2 \right) = R^* \left( \Theta_2^*, \theta'_2 \right) - \frac{F_1 \left( \hat{\Theta} \left( \Theta^*_1, p^1 \left( \Theta^*_1, \Theta^*_2, \theta'_2 \right) \right) \right) - F_1 \left( \tilde{\Theta}^{u-1} \right)}{f_1 \left( \hat{\Theta} \left( \Theta^*_1, p^1 \left( \Theta^*_1, \Theta^*_2, \theta'_2 \right) \right) \right) \frac{\partial}{\partial p_1} \hat{\Theta} \left( \Theta^*_1, p^1 \left( \Theta^*_1, \Theta^*_2, \theta'_2 \right) \right)}. \tag{A-58}
\]

Since \( \theta_2 < \hat{\theta}_2 \left( \Theta^*_1, \Theta^*_2 \right) \),
\[ R^* (\Theta^*_2, \theta_2) (1 - \delta) + \delta E_{\Theta^*_2} [C^* (\Theta^*_2, \theta_2)] \geq E_{\Theta^*_2} [C^* (\Theta^*_2, \theta_2)] > R^* (\Theta^*_2, \theta_2). \]  (A-59)

From (A-50) and (A-51), for some \( \delta' \in (0,1) \), when \( \delta' < \delta < 1 \), we have, for all \( p^i > 0 \),

\[
\frac{\partial}{\partial p_i} \hat{\theta}_i (\Theta^*_i, p^i) = \frac{1}{(1-\delta) \frac{\partial}{\partial \Theta^*_i} C^* (\Theta^*_i, \hat{\theta}_i (\Theta^*_i, p^i))} > \frac{1}{\frac{\partial}{\partial \Theta^*_i} C^* (\Theta^*_i, \hat{\theta}_i (\Theta^*_i, p^i))} = \frac{\partial}{\partial p_i} \hat{\theta}_i (\Theta^*_i, p^i). \]  (A-60)

Since \( \theta^*_2 > \hat{\theta}_2 (\Theta^*_2, \theta_2) \), \( p^i (\Theta^*_i, \theta^*_2, \theta'_2) < E_{\Theta^*_2} [C^* (\Theta^*_2, \theta_2)] \), and thus

\[
p^i (\Theta^*_i, \theta^*_2, \theta'_2) - \delta p^i (\Theta^*_i, \theta^*_2, \theta'_2) > p^i (\Theta^*_i, \theta^*_2, \theta'_2) - \delta E_{\Theta^*_2} [C^* (\Theta^*_2, \theta_2)]. \]  (A-61)

Using the definition of \( \hat{\theta}_i (\Theta^*_i, p^i) \) in (A-50), of \( \hat{\theta}_i (\Theta^*_i, p^i) \) in (A-51) along with (A-61) gives

\[
\hat{\theta}_i (\Theta^*_i, p^i (\Theta^*_i, \theta^*_2, \theta'_2)) < \hat{\theta}_i (\Theta^*_i, p^i (\Theta^*_i, \theta^*_2, \theta'_2)) \]  and, thus, using the monotone risk ratio condition,

\[
\frac{F_i (\hat{\theta}_i (\Theta^*_i, p^i (\Theta^*_i, \theta^*_2, \theta'_2)) - F_i (\tilde{\theta}^*_i (\Theta^*_i, \theta^*_2, \theta'_2)) < F_i (\hat{\theta}_i (\Theta^*_i, p^i (\Theta^*_i, \theta^*_2, \theta'_2)) - F_i (\tilde{\theta}^*_i (\Theta^*_i, \theta^*_2, \theta'_2))}. \]  (A-62)

Combining (A-59), (A-60), and (A-62) gives \( p^i (\Theta^*_i, \theta^*_2, \theta'_2) > p^i (\Theta^*_i, \theta^*_2, \theta'_2) \), providing the contradiction.

Using similar logic, for some \( \delta'' \in (0,1) \), as long as \( \delta'' < \delta < 1 \), if \( \theta_2 \leq \hat{\theta}_2 (\Theta^*_2, \theta_2) < \theta'_2 \), it is not possible that

\[
p^i (\Theta^*_i, \theta^*_2, \theta'_2) \]  solves

\[
\max_{p^i \geq 0} \left\{ F_i (\hat{\theta}_i (\Theta^*_i, p^i)) - F_i (\tilde{\theta}^*_i (\Theta^*_i, p^i)) \right\} \left[ R^* (\Theta^*_2, \theta_2) (1 - \delta) + \delta E_{\Theta^*_2} [C^* (\Theta^*_2, \theta_2)] - p^i \right]. \]

Thus, when the marketing manager’s private information is \( \theta_2 \leq \hat{\theta}_2 (\Theta^*_2, \theta_2) \), the manager does not mimic the pricing strategy used when private information is \( \theta'_2 > \hat{\theta}_2 (\Theta^*_2, \theta_2) \). And when the marketing manager’s private information is \( \theta'_2 > \hat{\theta}_2 (\Theta^*_2, \theta_2) \), the manager does not mimic by offering \( p^i (\Theta^*_i, \theta^*_2, \theta'_2) \)

for some \( \theta_2 \leq \hat{\theta}_2 (\Theta^*_2, \theta_2) \), since \( \hat{\theta}_i (\Theta^*_i, p^i) < \hat{\theta}_i (\Theta^*_i, p^i) \) and (A-53) imply

\[
\left( F_i (\hat{\theta}_i (\Theta^*_i, p^i (\Theta^*_i, \theta^*_2, \theta'_2))) - F_i (\tilde{\theta}^*_i (\Theta^*_i, \theta^*_2, \theta'_2)) \right) \left( R^* (\Theta^*_2, \theta_2) - p^i (\Theta^*_i, \theta^*_2, \theta'_2) \right)
\leq \left( F_i (\hat{\theta}_i (\Theta^*_i, p^i (\Theta^*_i, \theta^*_2, \theta'_2))) - F_i (\tilde{\theta}^*_i (\Theta^*_i, \theta^*_2, \theta'_2)) \right) \left( R^* (\Theta^*_2, \theta_2) - p^i (\Theta^*_i, \theta^*_2, \theta'_2) \right)
\leq \left( F_i (\hat{\theta}_i (\Theta^*_i, p^i (\Theta^*_i, \theta^*_2, \theta'_2))) - F_i (\tilde{\theta}^*_i (\Theta^*_i, \theta^*_2, \theta'_2)) \right) \left( R^* (\Theta^*_2, \theta_2) - p^i (\Theta^*_i, \theta^*_2, \theta'_2) \right).
\]

Off the equilibrium path, following a detectable deviation, beliefs are updated as follows: the marketing manager does not revise prior beliefs; the production manager updates beliefs to

\[
\mu_i (\theta_2 | \theta_i, Y^i) = 1. \]  Marketing’s strategy following a production deviation is to order the product if and only
if \( \theta_2 \leq \hat{\theta}_2(\Theta^{\alpha}_1, \Theta^{\alpha}_2) \). Production’s strategy following a marketing-manager deviation is: (i) to accept a “No Production” offer, and (ii) accept a price offer \( p' \) if and only if \( p' > \max \left\{ C^* \left( \Theta^{\alpha}_1, \theta_1 \right), R^* \left( \Theta^{\alpha}_2, \theta_2 \right) \right\} \).

Now, with \( \max \{ \delta', \delta^* \} < \delta < 1 \), given marketing’s strategy, if offered “No Production,” the production manager always accepts. Otherwise, the cut-off strategies \( \hat{\theta}_i \left( \Theta^{\alpha}_i, p' \right) \) and \( \hat{\theta}_i \left( \Theta^{\alpha}_i, p' \right) \) are optimal. And marketing’s strategies in (A-52)-(A-54) are an optimal response for the continuation game starting at period 1 of a truthful PBE. We use \( q^{NEG} \left( \Theta^{\alpha}_1, \Theta^{\alpha}_2, \theta_1, \theta_2 \right) \in \{0,1\} \) to represent the internal-order outcome in this PBE, when \( a^0 = \left( \Theta^{\alpha}_1, \Theta^{\alpha}_2 \right) \), and the managers’ private-information realizations are \( \theta_1 \) and \( \theta_2 \).

\( \hat{q}^{NEG} \left( \Theta^{\alpha}_1, \Theta^{\alpha}_2, \theta_1, \theta_2 \right) \) represents the present value, at time 0, of \( q^{NEG} \left( \Theta^{\alpha}_1, \Theta^{\alpha}_2, \theta_1, \theta_2 \right) \): \( \hat{q}^{NEG} \left( \Theta^{\alpha}_1, \Theta^{\alpha}_2, \theta_1, \theta_2 \right) = \delta^* q^{NEG} \left( \Theta^{\alpha}_1, \Theta^{\alpha}_2, \theta_1, \theta_2 \right) \) if there is internal trade at time \( n \); if there is no internal trade \( \hat{q}^{NEG} \left( \Theta^{\alpha}_1, \Theta^{\alpha}_2, \theta_1, \theta_2 \right) = 0 \). HQ sets \( \beta_i(\cdot) \)’s as follows:

\[
\beta_1(\Theta^{\alpha}_1) = \sum_{v=1}^{k} E_{v^i} \left[ \hat{q}^{NEG} \left( \Theta^{\alpha}_1, \theta_1, \theta_2 \right) \left( b_1 \left( z_1^i \left( \Theta^{\alpha}_1, \theta_1 \right) \right) v_1 \left( \theta_1 \right) - \alpha_1 \left( \Theta^{\alpha}_1 \right) \left( p \left( \Theta^{\alpha}_1, \theta_1, \theta_2 \right) - C \left( 1, z_1^i \left( \Theta^{\alpha}_1, \theta_1 \right) \right) \right) \right] \\
+ \sum_{j=1}^{k} E_{v^j} \left[ \sum_{v'=1}^{k} \hat{q}^{NEG} \left( \Theta^{\alpha}_1, \theta_1, \theta_2 \right) b_1 \left( z_1^i \left( \Theta^{\alpha}_1, \theta_1 \right) \right) v_1 \left( \theta_1 \right) - \alpha_1 \left( \Theta^{\alpha}_1 \right) \left( p \left( \Theta^{\alpha}_1, \theta_1, \theta_2 \right) - C \left( 1, z_1^i \left( \Theta^{\alpha}_1, \theta_1 \right) \right) \right) \right].
\]

\[
\beta_2(\Theta^{\alpha}_2) = \sum_{u=1}^{k} E_{u^i} \left[ \hat{q}^{NEG} \left( \Theta^{\alpha}_1, \theta_1, \theta_2 \right) \left( b_2 \left( z_2^i \left( \Theta^{\alpha}_1, \theta_1 \right) \right) v_2 \left( \theta_2 \right) - \alpha_2 \left( \Theta^{\alpha}_2 \right) \left( R \left( 1, z_2^i \left( \Theta^{\alpha}_1, \theta_1 \right) \right) - p \left( \Theta^{\alpha}_1, \theta_1, \theta_2 \right) \right) \right] \\
+ \sum_{j=1}^{k} E_{u^j} \left[ \sum_{u'=1}^{k} \hat{q}^{NEG} \left( \Theta^{\alpha}_1, \theta_1, \theta_2 \right) b_2 \left( z_2^i \left( \Theta^{\alpha}_1, \theta_1 \right) \right) v_2 \left( \theta_2 \right) - \alpha_2 \left( \Theta^{\alpha}_2 \right) \left( R \left( 1, z_2^i \left( \Theta^{\alpha}_1, \theta_1 \right) \right) - p \left( \Theta^{\alpha}_1, \theta_1, \theta_2 \right) \right) \right].
\]

With the off-equilibrium beliefs and strategies specified above, these fixed-salary components of managers’ compensation contracts support period-0 truthful reporting in the equilibrium specified above (as before, the Mirrlees, 1986 technique implies this as long as \( z_1^i \left( \Theta^{\alpha}_1, \theta_1 \right) \) is decreasing in \( u \) and \( z_2^i \left( \Theta^{\alpha}_2, \theta_2 \right) \) is decreasing in \( v \), which in turn holds by (A-39) and (A-40)).

**Step 3.** The analysis proceeds closely along the lines of Theorem 2 proof above (though, of course, here it is no longer that case that negotiated transfer pricing leads to internal trade if and only if there are gains from trade). The key steps in the analysis are as follows. From Step 1 and Step 2 above, note that if \( q^{CB} \left( \Theta^{\alpha}_1, \Theta^{\alpha}_2, \theta_2 \right) = 1 \), then \( R^* \left( \Theta^{\alpha}_2, \theta_2 \right) > E_{v^i} \left[ C^* \left( \Theta^{\alpha}_1, \theta_1 \right) \right] \); thus, \( U^*_i \left( \Theta^{\alpha}_1, \Theta^{\alpha}_2, \theta_2 \right) > 0 \); and, thus, \( q^{NEG} \left( \Theta^{\alpha}_1, \Theta^{\alpha}_2, \theta_1, \theta_2 \right) = 1 \) for all \( \theta_i \in \Theta^{\alpha}_i \). Thus, whenever there is internal trade under optimal cost-based
transfer pricing, there is internal trade under negotiated pricing of Step 2 (delayed at most two periods).

Consider the regions \( \Theta^*_1 \times \Theta^*_2 \) where \( \Gamma(\bar{\theta}^{-1}, \bar{\theta}^{-1}, \Theta^*_1, \Theta^*_2) > 0 \) and \( \Gamma(\bar{\theta}^{-1}, \bar{\theta}^{-1}, \Theta^*_1, \Theta^*_2) < 0 \) (the existence of these regions is guaranteed because the firm’s internal-trade decision is non-trivial). Under cost-based transfer pricing, the “no-trade” inefficiency is the subset of \( \Theta^*_1 \times \Theta^*_2 \) where \( \Gamma(\bar{\theta}^{-1}, \bar{\theta}^{-1}, \Theta^*_1, \Theta^*_2) > 0 \) yet 

\[
E_{\Theta^*_1} \left[ \Gamma(\theta_1, \theta_2, \Theta^*_1, \Theta^*_2) \right] < 0.
\]

The set \( S(\Theta^*_1, \Theta^*_2) = \{ \theta_2 \in \Theta^*_2 \text{ such that } \Gamma(\bar{\theta}^{-1}, \theta_2, \Theta^*_1, \Theta^*_2) > 0 \} \) is non-empty and continuous. When \( \theta_2 \in S(\Theta^*_1, \Theta^*_2) \), the marketing manager offers the price \( p^1(\Theta^*_1, \Theta^*_2, \theta_2) \) that solves (A-53). The production manager revises beliefs to

\[
\mu_i(\theta_2 | \theta_1, (\Theta^*_1, \Theta^*_2)) = f_2(\theta_2) \left( \int_{\Theta^*_2} f_2(t) dt \right)^{-1}
\]

and accepts the price offer if and only if \( \theta_1 \leq \hat{\theta}(\Theta^*_1, p^1(\Theta^*_1, \Theta^*_2, \theta_2)) \). Using (A-51), there will be internal trade if \( p^1(\Theta^*_1, \theta_2) \geq C^*(\Theta^*_1, \theta_1) \). Consider (A-53), reproduced below:

\[
\max_{p \geq 0} \left\{ F_1(\hat{\theta}(\Theta^*_1, p^1)) - F_1(\bar{\theta}^{-1}) \right\} \left( R^*(\Theta^*_2, \theta_2) - p^1 \right).
\]

(A-53)

Since \( S(\Theta^*_1, \Theta^*_2) \) is non-empty, for a non-empty subset of \( \theta_1 \in \Theta^*_1 \), \( R^*(\Theta^*_2, \theta_2) > C^*(\Theta^*_1, \theta_1) \). Thus, for a non-empty subset of \( \theta_1 \in \Theta^*_1 \), \( C^*(\Theta^*_1, \theta_1) \leq p^1(\Theta^*_1, \Theta^*_2, \theta_2) < R^*(\Theta^*_2, \theta_2) \) (this gives a strictly positive value of the objective in (A-53); setting the price outside these boundaries gives a zero-value objective). Thus, with strictly positive probability, there is internal trade under the PBE of negotiated transfer pricing in the “no-trade” inefficiency region.

The subset of the set with trade under negotiated pricing in the cost-based “no-trade” inefficiency region is independent of \( \delta \) (because, at \( n=2 \), there is no trade at intervention stage). Thus, for a high enough \( \delta \in [\max \{ \delta', \delta^* \}, <1 \} \), the value of this trade to the firm strictly exceeds the opportunity cost from delay.
References


